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The Zagreb Index of Bucket Recursive Trees
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Abstract
Bucket recursive trees are an interesting and natural generalization of

recursive trees. In this model the nodes are buckets that can hold up to
b ≥ 1 labels. The (modified) Zagreb index of a graph is defined as the sum
of the squares of the outdegrees of all vertices in the graph. We give the
mean and variance of this index in random bucket recursive trees. Also, two
limiting results on this index are given.
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1. Introduction
A graph is a collection of points and lines connecting a subset of them. The points
and lines of a graph are also called vertices and edges of the graph, respectively.
The vertex and edge sets of a graph G are denoted by V (G) and E(G), respectively.
The order of a graph G is the cardinality of its vertex set, and the size of a graph
is the cardinality of its edge set. The degree of a vertex v of a graph is the number
of edges incident to the vertex v and is denoted by d(v) (or dv). The number of
tail ends adjacent to a vertex v is called its outdegree and is denoted by d+(v).
The first Zagreb index Z(G) of G is defined as

Z(G) =
∑

v∈V (G)

d(v)2,

and the (modified) Zagreb index is defined as

Z(G) =
∑

v∈V (G)

d+(v)2.
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Thus, the Zagreb index of a graph is defined as the sum of the squares of the out-
degrees of all vertices in the graph [4]. This indices reflects the extent of branch-
ing of the molecular carbon-atom skeleton, and can thus be viewed as molecular
structure-descriptors (see for examples, [1, 2, 3] and references therein).

Trees are defined as connected graphs without cycles, and their properties are
basics of graph theory. A rooted tree is a tree with a countable number of nodes,
in which a particular node is distinguished from the others and called the root
node. A leaf of tree is a node with outdegree 0.

A recursive tree with n nodes is an unordered rooted tree, where the nodes are
labelled by distinct integers from {1, 2, 3, ..., n} in such a way that the sequence
of labels lying on the unique path from the root node to any node in the tree are
always forming an increasing sequence [7].

Mahmoud and Smythe [6] introduced bucket recursive trees as a generalization
of recursive trees. Bucket recursive trees can model many possible recruiting sit-
uations. In their model the nodes of a bucket recursive tree are buckets that can
hold up to b ≥ 1 labels. A bucket recursive tree grows by the progressive attraction
of increasing integer labels (usually 1 to n). At the (n+1)st stage, the n previous
labels (say, 1, 2, . . . , n) compete to attract the (n + 1)st label (i.e n + 1) and all
existing labels have the equal chance of recruiting the new label. Hence, a node
with k labels has affinity k

n at stage n + 1. In other words, if the capacity of the
node v is k, c(v) = k, then the probability of v of attracting the (n+ 1)st label is
pv = k

n . When the new label falls into an unsaturated bucket or node, it joins the
labels in that bucket but, when the new label has been attracted by a saturated
bucket or node, then it is placed in a new bucket which is attached as a child to
the attracting node. This implies that, the first b labels 1, . . . , b are assigned to
the root node. The label b + 1 is instead in a new bucket as a child to the root
node. Then, the label b+ 2 can be either joined to the same bucket as label b+ 1
is joined to (with probability 1

b+1 ) or start a new bucket (with probability b
b+1 )

and so on. For b = 1 the ordinary recursive trees are obtained. An example of a
bucket recursive tree is given in Figure 1. Note that for a bucket recursive tree
Tn,b on n labels with maximal bucket size b, we have

n

b
≤ |V (Tn,b)| ≤ n− b+ 1

and hence
n− b

b
≤ |E(Tn,b)| ≤ n− b.

Mahmoud and Smythe [6] studied the multivariate structure of the tree and ob-
tained a multivariate central limit theorem for the joint distribution of the number
of nodes of different types for trees with bucket size b ≤ 26. For trees with b > 26
a phase change in the distribution is detected and the central limit theorem does
not hold. They studied two kinds of distance: the tree height and the depth of the
nth label. Strong laws for the height are obtained via a technique based on intro-
ducing ghost nodes, then removing them. A weak law for the depth is introduced



The Zagreb Index of Bucket Recursive Trees 105

Figure 1: A bucket recursive tree on n = 20 labels with maximal bucket size b = 3.

by formulating and asymptotically manipulating the depth probability generating
function. Let X

(i)
n be the number of nodes of type i at stage n, where a node of

type i is one containing i labels; the labels contained in a type i node will be called
type i labels. They proved that as n → ∞,

E(X(i)
n ) =

1

i(i+ 1)Hb
n+O(nαb), i = 1, 2, . . . , b− 1

and
E(X(b)

n ) =
1

bHb
n+O(nαb), (1)

where αb < 1 and Hn is the nth harmonic number. They proved that the asymp-
totic average number of buckets in a bucket recursive tree on n labels is n/Hb. One
finds the asymptotic average number of internal nodes to be n/(b+ 1). Summing
up the average number of leaves of all types, one finds the asymptotic average
total number of leaves to be bn/((b+1)Hb); for large (but fixed) b, the asymptotic
average number of buckets in the tree is about n/ ln b, and almost all the nodes of
the tree are leaves.

2. Mean and Variance
Define the indicator function I on V (Tn,b), for each v ∈ V (Tn,b), as follows:

I(v) =

{
1, c(v) = b,
0, c(v) < b.

Lemma 2.1. Let M1(Tn,b) be the first Zagreb index and M1(Tn,b) be the modified
first Zagreb index of a bucket recursive tree on n labels with maximal bucket size
b. Then,
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i)
∑

v∈V (Tn,b)

I(v) c(v) = b X
(b)
n ,

ii)
∑

v∈V (Tn,b)

I(v) c(v) d+(v) = b |E(Tn,b)|,

iii)
∑

v∈V (Tn,b)

I(v) c(v) (d+(v))2 = b (M1(Tn,b)− 3|E(Tn,b)|+ 2d+(rn)) , n > b.

where c(v) is the capacity of bucket v and rn is the root vertex of Tn,b. Also, |A|
is the cardinality of set A.

Proof. By definition of X(b)
n , part (i) is obvious. Assume that rn is the root of Tn,b

and hence c(rn) = b. Each node u in V (Tn,b) \ {rn} is a child of another node, say
v, and is counted in v’s outdegree. Hence∪

v∈V (Tn,b)

∪
u∈N+(v)

{u} =
∪

v∈V (Tn,b)

N+(v) = V (Tn,b) \ {rn}, (2)

where N+(v) is the set of children of v. Thus∑
v∈V (Tn,b)

d+(v) = |V (Tn,b) \ {rn}| = |E(Tn,b)|.

Since the outdegree of each leaf is 0 and the capacity of each non-leaf node is b,
we have∑

v∈V (Tn,b)

d+(v) c(v) =
∑

v∈V (Tn,b)

d+(v)b = b
∑

v∈V (Tn,b)

d+(v) = b|E(Tn,b)|.

For each v ∈ V (Tn,b) \ {rn} we have d+(v) = d(v)− 1, and d+(rn) = d(rn). Now
by using the definition of the first Zagreb index we see that

M1(Tn,b) =
∑

v∈V (Tn,b)

(d(v))2

= d+(rn)
2 +

∑
v∈V (Tn,b)\{rn}

(1 + d+(v))2

= d+(rn)
2 +

∑
v∈V (Tn,b)\{rn}

(1 + 2d+(v) + d+(v)2)

= (|V (Tn,b)| − 1) + 2(|E(Tn,b)| − d+(rn)) +
∑

v∈V (Tn,b)

(d+(v))2

= 3|E(Tn,b)| − 2d+(rn) +
∑

v∈V (Tn,b)

(d+(v))2.
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Therefore, ∑
v∈V (Tn,b)

(d+(v))2 = M1(Tn,b)− 3|E(Tn,b)|+ 2d+(rn).

Similarly, since the outdegree of each leaf is 0 and the capacity of each non-leaf
node is b, we have∑
v∈V (Tn,b)

(d+(v))2c(v) =
∑

v∈V (Tn,b)

(d+(v))2b = b(M1(Tn,b)− 3|E(Tn,b)|+ 2d+(rn)).

Hence, proof is completed directly from the fact that I(v) = ⌊ c(v)
b ⌋.

In Theorems 2.2 and 2.3 we compute the mean (expected value) and variance
of M1(Tn,b), respectively.

Theorem 2.2. Let M1(Tn,b) be the modified Zagreb index of a bucket recursive
tree on n labels with maximal bucket size b. Then

E(M1(Tn,b)) = b

n−1∑
i=b

E(2|E(Ti,b)|) +X
(b)
i )

i
, n > b.

Proof. Let Fn be the sigma-field generated by the first n stages of the bucket
recursive tree [5]. The label n is attracted by a randomly chosen bucket Un−1 in
(random) bucket recursive tree Tn−1,b, and bucket recursive tree Tn,b is obtained.
If c(Un−1) < b, then Un−1 is an unsaturated bucket and the label n is added to
this node. In this case, each node preserves its previous outdegree. If c(Un−1) = b
(i.e Un−1 is a saturated bucket), the the label n is attached to this node as a new
bucket containing only the element n. Then

M1(Tn,b) = M1(Tn−1,b) + I(Un−1)(2d
+(Un−1) + 1)

From Lemma 2.1,

E
(
M1(Tn,b|Fn−1

)
= M1(Tn−1,b) +

1

n− 1

∑
v∈V (Tn−1,b)

I(v)c(v) (1 + 2d+(v))

= M1(Tn−1,b) +
b

n− 1

(
2|E(Tn−1,b)|+X

(b)
n−1

)
. (3)

Taking expectation of the relation (3), proof is completed since M1(Ti,b) = 0 for
i ≤ b.

The covariance between two jointly distributed real-valued random variables
X and Y with finite second moments is defined as the expected product of their
deviations from their individual expected values:

Cov(X,Y ) = E((X −E(X))(Y −E(Y ))).
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Theorem 2.3. Let M1(Tn,b) be the modified Zagreb index of a bucket recursive
tree on n labels with maximal bucket size b. Then the following relation holds:

Var(M1(Tn,b)) = b
n−1∑
i=b

(1
i
E
(
4(M1(Ti,b)− 8|E(Ti,b)|+X

(b)
i + 8d+(ri)

)
− b2

i2
E2(2|E(Ti,b)|+X

(b)
i ) + 2Ai,b

)
,

where

Ai,b =
2b

i
Cov(M1(Ti,b), X

(b)
i ) +

b

i
Cov(M1(Ti,b), |E(Ti,b)|).

Proof. Let An,n−1,b = E(M1(Tn,b)−M1(Tn−1,b))
2. From Lemma 2.1,

An,n−1,b =
1

n− 1

∑
v∈V (Tn−1,b)

E(I(v)(2d+(v) + 1)2)c(v) (4)

=
1

n− 1
E
(
4b(M1(Tn−1,b)− 8b|E(Tn−1,b)|+ bX

(b)
n−1 + 8bd+(rn−1)

)
.

Since

E(M1(Tn,b)−E(M1(Tn,b))|Fn−1)) = M1(Tn−1,b)−E(M1(Tn−1,b))

+
2b

n− 1
(|E(Tn−1,b)| −E(|E(Tn−1,b)|))

+
b

n− 1
(X

(b)
n−1 −E(X

(b)
n−1)),

we have

Cov(M1(Tn,b),M1(Tn−1,b)) = Var(M1(Tn−1,b)) +An−1,b,

where

An−1,b =
b

n− 1
Cov(M1(Tn−1,b), X

(b)
n−1) +

2b

n− 1
Cov(M1(Tn−1,b), |E(Tn−1,b)|).

But

An,n−1,b = Var(M1(Tn,b)) +Var(M1(Tn−1,b))

− 2Cov(M1(Tn,b),M1(Tn−1,b))

− E(E(M1(Tn,b))−E(M1(Tn−1,b)))
2

= Var(M1(Tn,b))−Var(M1(Tn−1,b))− 2An−1,b

+
b2

(n− 1)2
E2(2|E(Tn−1,b)|+X

(b)
n−1). (5)
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From (4) and then (5),

Var(M1(Tn,b)) = Var(M1(Tn−1,b)) +Bn−1,

where

Bi =
1

i
E
(
4b(M1(Ti,b)−8b|E(Ti,b)|+bX

(b)
i +8bd+(ri)

)
−b2

i2
E2(2|E(Ti,b)|+X

(b)
i )+2Ai,b.

By iteration, proof is completed.

3. Two Limiting Results
A sequence of random variables, X1, X2, ..., converges in probability to a random
variable X if, for every ε > 0,

lim
n→∞

P (|Xn −X| ≥ ε) = 0

or equivalently,
lim
n→∞

P (|Xn −X| < ε) = 1.

We use the notation P−→ to denote convergence in probability.

Theorem 3.1. As n → ∞,

M1(Tn,b)

n

P−→ 2b+ 1

Hb
.

Proof. It is an immediate consequence of Chebyshev’s inequality [5], since
E(M1(Tn,b)) =

2b+1
Hb

n+ o(n).

Theorem 3.2. Suppose

Wn,b = M1(Tn,b)−M1(Tn−1,b)− an−1,b, n > b

where

an−1,b =
b

n− 1

(
2|E(Tn−1,b)|+X

(b)
n−1

)
.

Then
1

n

n∑
j=b

1

j

j∑
i=b

Wi,b
P−→ 0.

Proof. We have

E((M1(Tn,b)−M1(Tn−1,b))
2|Fn−1) = E(W 2

n,b|Fn−1) + a2n−1,b,
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since E(Wn,b|Fn−1) = 0 and an−1,b is Fn−1-measurable [5]. Then

An,n−1,b = E(W 2
n,b) +E(a2n−1,b)

From Theorem 2.3,

E(W 2
n,b) = An,n−1,b −E(a2n−1,b)

= (2b+ 6) +O
( log n

n

)
,

since for a random variable X, E(X2) ≥ E2(X). Since

n∑
j=b

1

j

j∑
i=b

Wi,b ≤ (Hn − 1)
n∑

j=b

Wj,b,

proof is completed by Chebyshev’s inequality.

4. Two Special Cases
Case 1.
Suppose b = 1. Then a bucket recursive tree reduce to an ordinary recursive
tree. Thus |E(Tn,1)| = n − 1. Since that in a random recursive tree of order n,
E(r+n ) = Hn−1 [8], we have

E(M1(Tn,1)) = 1
n−1∑
i=1

E(2(i− 1) + i)

i
= 3n− 2Hn−1 − 3 = 3n+O(log n).

We have,
M1(Tn,1) = M1(Tn,1)− 3(n− 1) + 2d+(rn).

Then
E(M1(Tn,1)) = 6n− 4Hn−1 − 6 = 6n+O(log n).

Also,
Var(M1(Tn,1)) = 8n+O(log2 n)

and as n → ∞,
M1(Tn,1)

n

P−→ 3.

Case 2.
Suppose that the capacity of all leaves is b. I.e., all buckets are saturated buckets.
Thus |E(Tn,b)| = n

b − 1 and

E(M1(Tn,b)) = 3(n− b)− 2b(Hn−1 −Hb−1).

Also,

Var(M1(Tn,b)) =
8

b
n+O(log2 n).
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