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Motion of Particles under Pseudo-Deformation

Akhilesh Chandra Yadav?

Abstract
In this short article, we observe that the path of particle of mass m

moving along r = r(t) under pseudo-force A(t), t denotes the time, is given
by rd =

∫
( dr
dt
A(t))dt + c. We also observe that the effective force Fe on

that particle due to pseudo-force A(t), is given by Fe = FA(t)+LdA(t)/dt,
where F = m d2r/dt2 and L = m dr/dt. We have discussed stream lines
under pseudo-force.

Keywords: Right loops, right transversals, gyrotransversals.

2010 Mathematics Subject Classification: 70A05, 74A05, 76A99.

1. Introduction
In [3], we have observed that Rn is a unique gyrotransversal [1] to the subgroup
O(n) in the group Iso Rn, the group of motion [3, Corollary 6.8]. If S is a right
transversal to the subgroup H of a group G and g : S → H is a map with g(e) = e,
e being identity of G. Then, it induces a binary operation og [3, 4] on S is given
by

xogy = xθg(y)oy.

This suggests us that the map g affects the sum xoy of x, y ∈ S and the effective
sum is xθg(y)oy instead of xoy. Indeed, this group-theoretic idea makes certain
sense.

2. Preliminaries
Let S be a non-empty set. Then, a groupoid (S, o) is called a right quasigroup if
for each x, y in S, the equation X o x = y has a unique solution in S, where X is
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274 A. C. Yadav

unknown in the equation. If there exists e ∈ S such that eox = x = xoe for every
x ∈ S, then the right quasigroup (S, o) is called a right loop.

Let H be a subgroup of a group G. Then a set S obtained by selecting one
and only one element from each right coset of G modulo H, including identity of
G is called a right transversal to H in G. The group operation induces a binary
operation o on S and an action θ of H on S given by {xoy} = S ∩ Hxy and
{xθh} = S∩Hxh respectively, where x, y ∈ S and h ∈ H. One may easily observe
that (S, o) is a right loop with identity e, where e is the identity of group. Indeed, it
determines an algebraic structure (S,H, σ, f) known as c−groupoid [2]. Conversely
a given c-groupoid (S,H, σ, f) determines a group G = H × S which contains H
as a subgroup and S as a right transversal to H in G so that the corresponding
c-groupoid is (S,H, σ, f) [2, Theorem 2.2]. It is also observed that every right loop
(S, o) can be embedded as a right transversal to a subgroup Sym S \ {e} in to a
group Sym S \ {e} × S with some universal property [2, Theorem 3.4].

Let S be a fixed right transversal to a subgroup H in a group G. Then every
right transversal to H in G determines and is determined uniquely by a map
g : S → H such that g(e) = e, the identity of G. The right transversal Sg

determined by a map g : S → H is given by Sg = {g(x)x|x ∈ S}. The induced
operations o on S and o′ on Sg are given by

{xoy} = Hxy ∩ S

and
{g(x)xo′g(y)y} = Sg ∩Hg(x)xg(y)y,

respectively. Further, H acts on S from right through an action θ given by {xθh} =
Hxh∩ S, ∀x ∈ S, h ∈ H. Indeed, the right loop (Sg, o

′) is isomorphic to the right
loop (S, og) where the binary operation og on S is given by xogy = xθg(y)oy [3,4].
This suggests us to say that the map g : S → H with g(e) = e affects the operation
o on S and the resulting operation on S due to the effect of g is og, where x ogy =
xθg(y)oy.

3. Pseudo-Force, Deformed Path and Effective Force
Consider the group of motion Iso Rn. As we have observed in [3] that Rn is a right
transversal (unique gyrotransversal) to the subgroup O(n) in the group Iso Rn,
the group of motion [3, Corrolary 6.8].

Definition 3.1. A map g : Rn → O(n) with g(0) = In will be called a pseudo-
deformation. The image g(v) of v will be called pseudo-force corresponding to
velocity v. The corresponding operation +g on Rn given by v+g w = vg(w) +w,
will be called pseudo-sum on Rn.

Assume that every velocity v creates a field of force g(v) ∈ O(n). Then it
determines a pseudo-deformation g : Rn → O(n). Let Σ1,Σ2 be any two dynamical
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systems moving with velocities v and w respectively. Due to a pseudo-deformation
g, the pseudo-sum +g on Rn will be v+gw = vg(w)+w. In other words, we can say
that the resultant of v and w under pseudo-force g(w) will be v+gw = vg(w)+w
instead of v + w. Thus, the relative velocity of Σ1 with respect to Σ2 will be
(v +g w)−w = vg(w) instead of v + w −w = v. This suggests us to define the
following:

Definition 3.2. Let g : Rn → O(n) be a pseudo-deformation. Assume that Σ1,Σ2

be any two dynamical systems moving with velocities v and w respectively. Then
the difference (v +g w)−w = vg(w) will be called effective velocity of Σ1 under
the pseudo-force g(w). The integral

∫
vg(w)dt of effective velocity of Σ1 will be

called deformed-path of Σ1 under the pseudo-force g(w). It is denoted by rd.
Thus, rd =

∫
vg(w)dt+ c and so the effective velocity will be drd

dt = vg(w) under
pseudo-force g(w). The quantity d2rd

dt2 will be called effective acceleration of Σ1

under a pseudo-force and the quantity md2rd
dt2 will be called effective force acting

on Σ1 under a given pseudo-force, where ‘m’ is the mass of Σ1.

Proposition 3.3. Suppose that a particle of mass m is moving with velocity q in
space whose path is r = r(t), where t denotes the time. If there is a pseudo-force
A(t) ∈ O(3) at time t. Then the deformed-path is given by

rd =

∫
dr

dt
A(t)dt+ c =

∫
(qA(t)) dt+ c.

If A(t) is constant, say A, throughout the motion, then the deformed path due to
pseudo-deformation A is rd = rA + c, c being the constant of integration.

Proof. Since the effective velocity of particle due to presence of pseudo-force A(t)
at time t is qA(t), where q = dr

dt . Thus, the deformed path rd is

rd =

∫
qA(t)dt+ c

where c is the integrating constant. If pseudo-force A(t) is constant throughout
the motion then the deformed path will be rd = rA + c.

From this it follows that the orbit of a satellite, planet etc., will be changed
due to a pseudo-force. These pseudo-forces may exist due to asteroids, black holes,
etc.

Proposition 3.4. Suppose that a mass particle ‘m’ is moving in space R3 along
a curve r = r(t) ∈ R3 under the action of force F. If A(t) is a pseudo-force acting
on the given mass particle. Then, its equation of motion is given by

Fe = FA + L
dA

dt

where L is the linear momentum of the mass particle and F = m d2r
dt2 .
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Proof. Let P be a particle of mass m moving in space along a path r = r(t). Let
F be the force acting at P . Then, its equation of motion is given by

F = m
d2r

dt2
.

Suppose that A(t) ∈ O(3) is a pseudo-force acting on the particle at time t.
Then, its deformed path rd is given by

rd =

∫
dr

dt
Adt+ c,

and so

d2rd
dt2

=
d

dt

(
dr

dt
A

)
=

d2r

dt2
A +

dr

dt

dA

dt
.

Thus, the effective force Fe which causes the motion is given by

Fe = m
d2rd
dt2

= m

(
d2r

dt2
A +

dr

dt

dA

dt

)
= FA + L

dA

dt
,

where L = mdr
dt is the linear momentum of the mass particle.

Thus, the motion of a dynamical system will be affected due to the presence
of pseudo-force. From the above, it follows that the magnitude Fe of force Fe at
time t will be √

‖F‖2 + 2FA

(
dA

dt

)T

LT +

∥∥∥∥LdAdt
∥∥∥∥2

where AT denotes the transpose of A.
If A(t) is independent of time, then dA

dt = 0 and so the equation of motion
under the pseudo-force A is given by Fe = FA. Thus, we have:

Corollary 3.5. If A is a constant pseudo-force acting on the mass particle which
is moving in space under the action of force F. Then, its equation of motion is
given by

Fe = FA.
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4. Streamlines under Pseudo-Deformation
Let q = (u, v, w) be a velocity of a blood particle at point P (x, y, z). Due to
electromagnetic field, suppose that the pseudo-force is A = [A1, A2, A3] ∈ O(3),
where A1, A2, A3 are orthonormal column vectors in R3. Then, effective velocity
of that blood particle at P will be (qA1,qA2,qA3). Thus, the differential equation
of streamlines:

dx

u
=
dy

v
=
dz

w

are changed into
dx

qA1
=

dy

qA2
=

dz

qA3

This shows that an electromagnetic field affects motion of blood particles.
Thus, electromagnetic field affects the motion of blood particles and hence it will
exert extra pressure on the heart. Also due to that field, the deformed motion
causes tumors in effected area of our body.

Acknowledgment. I am grateful to referee/reviewer for his/her valuable sugges-
tions.
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C-Class Functions and Remarks on Fixed Points
of Weakly Compatible Mappings in G-Metric

Spaces Satisfying Common Limit Range Property

Arslan Hojat Ansari, Diana Dolićanin−Ðekić, Feng Gu,

Branislav Z. Popović and Stojan Radenović ?

Abstract

In this paper, using the contexts of C-class functions and common limit
range property, common fixed point result for some operator are obtained.
Our results generalize several results in the existing literature. Some exam-
ples are given to illustrate the usability of our approach.

Keywords: Generalized metric space, common fixed point, generalized weakly
G-contraction, weakly compatible mappings, common (CLRST ) property,
C-class functions.

2010 Mathematics Subject Classification: 47H10, 54H25.

1. Introduction
The study of common fixed point theorems satisfying contractive conditions has
a wide range of applications in different areas such as, variational and linear in-
equality problems, optimization and parameterize estimation problems and many
others. One of the simplest and most useful results in the fixed point theory is the
Banach-Caccioppoli contraction principle. This theorem provides a technique for
solving a variety of applied problems in mathematical sciences and engineering.

Banach contraction principle has been generalized in different spaces by math-
ematicians over the years. Mustafa and Sims [22] proposed a new class of gener-
alized metric spaces, which are called as G-metric spaces. In this type of spaces
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a non-negative real number is assigned to every triplet of elements. Many math-
ematicians studied extensively various results on G-metric spaces by using the
concept of weak commutativity, compatibility, non-compatibility and weak com-
patibility for single valued mappings satisfying different contractive conditions
(cf. [1, 3–5,7, 8, 10–13,15–27]).

Branciari [9] obtained a fixed point result for a single mapping satisfying an
analogue of Banach’s contraction principle for an integral type inequality. This
influenced many authors, and consequently, a number of new results in this line
followed (see, for example [7]). Later on, Aydi [7] proved an integral type fixed
point theorem for two self mappings and extended the results of Brianciari [9] to
the class of G-metric spaces. The first fixed point theorem without any continuity
requirement was proved by Abbas and Rhoades [5] in which they utilized the
notion of non-commuting mappings for the existence of fixed points. Shatanawi et
al. [27] proved some interesting fixed point results by using ϕ-contractive condition
and generalized the results of Abbas and Rhoades [5]. Most recently, Mustafa et
al. [18] defined the notion of the property (E.A) in G-metric space and proved
some fixed point results.

In this paper, firstly we prove an integral type fixed point theorem for a pair of
weakly compatible mappings in G-metric space satisfying the common limit range
property which is initiated by Sintunavarat and Kumam [28]. We extend our
main result to two finite families of self mappings by using the notion of pairwise
commuting. We also present some fixed point results in G-metric spaces satisfying
φ-contractions. Some related examples are furnished to support our results.

Now we give preliminaries and basic definitions which are used throughout the
paper.

Definition 1.1. [22] Let X be a nonempty set, and let G : X×X×X −→ [0,∞)
be a function satisfying the following axioms:
(G1) G(x, y, z) = 0 if x = y = z;
(G2) 0 < G(x, x, y), for all x, y ∈ X with x 6= y;
(G3) G(x, x, y) ≤ G(x, y, z),for all x, y, z ∈ X with z 6= y;
(G4) G(x, y, z) = G(x, z, y) = G(y, z, x) = . . . (symmetry in all three variables);
(G5) G(x, y, z) ≤ G(x, a, a) +G(a, y, z) for all x, y, z, a ∈ X, (rectangle inequality)
then the function G is called a generalized metric, or, more specifically a G-metric
on X and the pair (X,G) is called a G-metric space.

It is known that the function G(x, y, z) on a G-metric space X is jointly con-
tinuous in all three of its variables, and G(x, y, z) = 0 if and only if x = y = z;
see [22] for more details and the reference therein.

Definition 1.2. [22] Let (X,G) be a G-metric space, and let {xn} be a sequence
of points in X, a point x in X is said to be the limit of the sequence {xn} if
limm,n→∞G(x, xn, xm) = 0, and one says that sequence {xn} is G-convergent to
x.
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Thus, if xn → x in a G-metric space (X,G), then for any ε > 0, there exists
N ∈ N (throughout this paper we mean by N the set of all natural numbers) such
that G(x, xn, xm) < ε, for all n, m ≥ N .

Proposition 1.3. [22] Let (X,G) be a G-metric space, then the following are
equivalent:
(1) {xn} is G-convergent to x.
(2) G(xn, xn, x)→ 0 as n→∞.
(3) G(xn, x, x)→ 0 as n→∞.
(4) G(xn, xm, x)→ 0 as n, m→∞.

Definition 1.4. [22] Let (X,G) be a G-metric space. A sequence {xn} is called G-
Cauchy sequence if, for each ε > 0, there exists N ∈ N such that G(xn, xm, xl) < ε
for all n,m, l ≥ N ; i.e., if G(xn, xm, xl)→ 0 as n,m, l→∞.

Definition 1.5. [22] A G-metric space (X,G) is said to be G-complete (or a
complete G-metric space) if every G-Cauchy sequence in (X,G) is G-convergent
in X.

Proposition 1.6. [22] Let (X,G) be a G-metric space. Then the following are
equivalent:
(1) The sequence {xn} is G-Cauchy.
(2) For every ε > 0, there exists k ∈ N such that G(xn, xm, xm) < ε, for all
n,m ≥ k.

Proposition 1.7. [22] Let (X,G) be a G-metric space. Then the function G(x, y, z)
is jointly continuous in all three of its variables.

Proposition 1.8. [22] Let (X,G) be a G-metric space. Then, for all x, y in X it
follows that G(x, y, y) ≤ 2G(y, x, x).

Definition 1.9. [2] Let f and g be self maps of a set X. If w = fx = gx for some
x in X, then x is called a coincidence point of f and g, and w is called point of
coincidence of f and g.

Definition 1.10. [2] Two self mappings f and g on X are said to be weakly
compatible if they commute at coincidence points.

Definition 1.11. [8] Let X be a G-metric space. Self mappings f and g on X
are said to satisfy the G-(E.A) property if there exists a sequence {xn} in X such
that {fxn} and {gxn} are G-convergent to some t ∈ X.

Definition 1.12. [8,28] A pair (f, g) of self mappings of a G-metric space (X,G)
is said to satisfy the (CLRg) property if there exists a sequence {xn} such that
{fxn} and {gxn} are G-converge to gt for some t ∈ X, that is,

lim
n→∞

G(fxn, fxn, gt) = lim
n→∞

G(gxn, gxn, gt) = 0.
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Definition 1.13. A pair (f, g) of self mappings of a G-metric space (X,G) is said
to satisfy the (LRg) property if there exists a sequence {xn} such that {fxn} and
{gxn} are G-converge to gt for some t ∈ f (X) ∩ g (X), that is,

lim
n→∞

G(fxn, fxn, gt) = lim
n→∞

G(gxn, gxn, gt) = 0.

Definition 1.14. Self mappings f and g of a G-metric space (X,G) are said to be
compatible if lim

n→∞
G(fgxn, gfxn, gfxn) = 0 and lim

n→∞
G(gfxn, fgxn, fgxn) = 0,

whenever {xn} is a sequence in X such that lim
n→

fxn = lim
n→∞

gxn = t, for some
t ∈ X.

Khan et al. [14] introduced the concept of altering distance function that is a
control function employed to alter the metric distance between two points enabling
one to deal with relatively new classes of fixed point problems. Here, we consider
the following notion.

Definition 1.15. [14] The function ψ : [0,+∞) → [0,+∞) is called an altering
distance function if the following properties are satisfied:

(1) ψ is continuous and increasing;
(2) ψ(t) = 0 if and only if t = 0.
We denote Ψ set all of altering distance functions.

In 2014 the concept of C-class functions (see Definition 1.16) was introduced
by A. H. Ansari in [6] that is able to notice that can see in numbers (1), (2), (9)
and (15) from Example 1.17.

Definition 1.16. A mapping F : [0,∞)2 → R is called C-class function if it is
continuous and satisfies following axioms:

(1) F (s, t) ≤ s;
(2) F (s, t) = s implies that either s = 0 or t = 0; for all s, t ∈ [0,∞).

Note for some F we have that F (0, 0) = 0.
We denote C-class functions as C.

Example 1.17. The following functions F : [0,∞)2 → R are elements of C, for
all s, t ∈ [0,∞):

(1) F (s, t) = s− t, F (s, t) = s⇒ t = 0;
(2) F (s, t) = ms, 0<m<1, F (s, t) = s⇒ s = 0;
(3) F (s, t) = s

(1+t)r ; r ∈ (0,∞), F (s, t) = s ⇒ s = 0 or t = 0;
(4) F (s, t) = log(t+ as)/(1 + t), a > 1, F (s, t) = s ⇒ s = 0 or t = 0;
(5) F (s, t) = ln(1 + as)/2, a > e, F (s, 1) = s ⇒ s = 0;
(6) F (s, t) = (s+ l)(1/(1+t)

r) − l, l > 1, r ∈ (0,∞), F (s, t) = s ⇒ t = 0;
(7) F (s, t) = s logt+a a, a > 1, F (s, t) = s⇒ s = 0 or t = 0;
(8) F (s, t) = s− ( 1+s

2+s )( t
1+t ), F (s, t) = s⇒ t = 0;

(9) F (s, t) = sβ(s), β : [0,∞)→ [0, 1), F (s, t) = s⇒ s = 0;
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(10) F (s, t) = s− t
k+t , F (s, t) = s⇒ t = 0;

(11) F (s, t) = s − ϕ(s), F (s, t) = s ⇒ s = 0, here ϕ : [0,∞) → [0,∞) is a
continuous function such that ϕ(t) = 0⇔ t = 0;

(12) F (s, t) = sh(s, t), F (s, t) = s⇒ s = 0, here h : [0,∞)× [0,∞)→ [0,∞) is
a continuous function such that h(t, s) < 1 for all t, s > 0;

(13) F (s, t) = s− ( 2+t
1+t )t, F (s, t) = s⇒ t = 0;

(14) F (s, t) = n
√

ln(1 + sn), F (s, t) = s⇒ s = 0;
(15) F (s, t) = φ(s), F (s, t) = s ⇒ s = 0, here φ : [0,∞) → [0,∞) is a upper

semicontinuous function such that φ(0) = 0, and φ(t) < t for t > 0;
(16) F (s, t) = s

(1+s)r ; r ∈ (0,∞), F (s, t) = s ⇒ s = 0.

Problem: Whether can say that for all F we have F (0, 0) = 0?

Definition 1.18. An ultra altering distance function is a continuous, non−decreasing
mapping ϕ : [0,∞)→ [0,∞) such that ϕ(t) > 0 if t > 0 and ϕ(0) ≥ 0.

Remark 1. We denote Φu set all of ultra altering distance functions.
In the sequel let Φ be the set of all functions ω such that ω : [0,+∞)→ [0,+∞)

is a non−decreasing function with limn→+∞ ωn(t) = 0 for all t ∈ (0,+∞). If
ω ∈ Φ, then ω is called a Φ-mapping. If ω is a Φ-mapping, then it is easy matter
to show that:

1. ω(t) < t for all t ∈ (0,+∞),
2. ω(0) = 0.

2. Results
We start with the following theorem.

Theorem 2.1. Let (X,G) be a G-metric space and the pair (f, g) of self mappings
is weakly compatible such that∫ ψ(G(fx,fy,fz))

0

ϕ(t)dt ≤ F

(∫ ψ(L(x,y,z))

0

ϕ(t)dt,

∫ φ(L(x,y,z))

0

ϕ(t)dt

)
, (1)

for all x, y, z ∈ X, F : [0,∞)2 → R is a C-class, ψ ∈ Ψ, φ ∈ Φu and ϕ : [0,+∞)→
[0,+∞) is a Lebesgue integrable mapping which is summable, non-negative and
such that for each ε > 0,

∫ ε
0
ϕ(t)dt > 0 where

L(x, y, z) = max{G(gx, gy, gz), G(gx, fx, fx), G(gy, fy, fy), G(gz, fz, fz)}, (2)

or

L(x, y, z) = max{G(gx, gy, gz), G(gx, gx, fx), G(gy, gy, fy), G(gz, gz, fz)}. (3)

If the pair (f, g) satisfies the (CLRg) property then f and g have a unique common
fixed point in X.
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Proof. Since the pair (f, g) satisfies the (CLRg) property, then there exists a
sequence {xn} in X such that limn→∞ fxn = limn→∞ gxn = gu for some u ∈ X.
We show that fu = gu. On using inequality (1), we get∫ ψ(G(fxn,fxn,fu))

0

ϕ(t)dt ≤ F

(∫ ψ(L(xn,xn,u))

0

ϕ(t)dt,

∫ φ(L(xn,xn,u))

0

ϕ(t)dt

)
,

(4)
where

L (xn, xn, u) = max{G(gxn, gxn, gu), G(gxn, fxn, fxn),

G(gxn, fxn, fxn), G(gu, fu, fu)}.

Taking limit as n→ +∞ in (4), we have∫ ψ(G(gu,gu,fu))

0

ϕ(t)dt ≤ F

(∫ ψ(G(gu,fu,fu))

0

ϕ(t)dt,

∫ φ(G(gu,fu,fu))

0

ϕ(t)dt

)
.

(5)
Similarly, one can obtain∫ ψ(G(gu,fu,fu))

0

ϕ(t)dt ≤ F

(∫ ψ(G(gu,gu,fu))

0

ϕ(t)dt,

∫ φ(G(gu,gu,fu))

0

ϕ(t)dt

)
. (6)

From (5) and (6), we have∫ ψ(G(gu,gu,fu))

0

ϕ(t)dt ≤
∫ ψ(G(gu,fu,fu))

0

ϕ(t)dt

≤ F

(∫ ψG(gu,gu,fu))

0

ϕ(t)dt,

∫ φ(G(gu,gu,fu))

0

ϕ(t)dt

)
.

So, ∫ ψ(G(gu,gu,fu))

0

ϕ(t)dt = 0 or
∫ φ(G(gu,gu,fu))

0

ϕ(t)dt = 0,

therefore ψ (G(gu, gu, fu)) = 0 or φ (G(gu, gu, fu)) = 0. Thus G(gu, gu, fu) = 0,
that is, fu = gu. Suppose that w = fu = gu. Since the pair (f, g) is weakly
compatible and w = fu = gu, therefore fw = fgu = gfu = gw. Finally, we prove
that w = fw. Inequality (1) implies∫ ψ(G(fw,fw,fu))

0

ϕ(t)dt ≤ F

(∫ ψ(L(w,w,u))

0

ϕ(t)dt,

∫ φ(L(w,w,u))

0

ϕ(t)dt

)
, (7)

where

L (w,w, u) = max{G(gw, gw, gu), G(gw, fw, fw), G(gw, fw, fw), G(gu, fu, fu)}
= max{G(fw, fw,w), G(fw, fw, fw), G(fw, fw, fw), G(w,w,w)}
= G(fw, fw,w).
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Therefore (7) implies∫ ψ(G(fw,fw,w))

0

ϕ(t)dt ≤ F

(∫ ψ(G(fw,fw,w))

0

ϕ(t)dt,

∫ φ(G(fw,fw,w))

0

ϕ(t)dt

)
,

so, ∫ ψ(G(fw,fw,w))

0

ϕ(t)dt = 0 or
∫ φ(G(fw,fw,w))

0

ϕ(t)dt = 0.

Therefore ψ (G(fw, fw,w)) = 0 or φ (G(fw, fw,w)) = 0, thus G(fw, fw,w) = 0,
that is, w = fw. Therefore, w is a common fixed point of the mappings f and g.
The proof is similar for condition (3), hence the details are omitted. Uniqueness
of the common fixed point is easy consequences of inequalities (1)-(7).

With choice F (s, t) = s− t in Theorem 2.1 we have the following corollary.

Corollary 2.2. Let (X,G) be a G-metric space and the pair (f, g) of self mappings
is weakly compatible such that∫ ψ(G(fx,fy,fz)

0

ϕ(t)dt ≤
∫ ψ(L(x,y,z))

0

ϕ(t)dt−
∫ φ(L(x,y,z))

0

ϕ(t)dt,

for all x, y, z ∈ X, ψ ∈ Ψ, φ ∈ Φu and ϕ : [0,+∞) → [0,+∞) is a Lebesgue
integrable mapping which is summable, non-negative and such that for each ε > 0,∫ ε
0
ϕ(t)dt > 0, where

L(x, y, z) = max{G(gx, gy, gz), G(gx, fx, fx), G(gy, fy, fy), G(gz, fz, fz)},

or

L(x, y, z) = max{G(gx, gy, gz), G(gx, gx, fx), G(gy, gy, fy), G(gz, gz, fz)}.

If the pair (f, g) satisfies the (CLRg) property, then f and g have a unique common
fixed point in X.

With choice F (s, t) = ks, 0 ≤ k < 1 in Theorem 2.1 we have the following
corollary.

Corollary 2.3. Let (X,G) be a G-metric space and the pair (f, g) of self mappings
is weakly compatible such that∫ ψ(G(fx,fy,fz))

0

ϕ(t)dt ≤ k
∫ ψ(L(x,y,z))

0

ϕ(t)dt,

for all x, y, z ∈ X, 0 ≤ k < 1, ψ ∈ Ψ and ϕ : [0,+∞) → [0,+∞) is a Lebesgue
integrable mapping which is summable, non-negative and such that for each ε > 0,∫ ε
0
ϕ(t)dt > 0, where

L(x, y, z) = max{G(gx, gy, gz), G(gx, fx, fx), G(gy, fy, fy), G(gz, fz, fz)},
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or

L(x, y, z) = max{G(gx, gy, gz), G(gx, gx, fx), G(gy, gy, fy), G(gz, gz, fz)}.

If the pair (f, g) satisfies the (CLRg) property then f and g have a unique common
fixed point in X.

With choice F (s, t) = sβ(s), β : [0,∞) → [0, 1), in Theorem 2.1 we have the
following corollary.

Corollary 2.4. Let (X,G) be a G-metric space and the pair (f, g) of self mappings
is weakly compatible such that∫ G(fx,fy,fz)

0

ϕ(t)dt ≤ k
∫ G(gx,gy,gz)

0

ϕ(t)dt,

for all x, y, z ∈ X, 0 ≤ k < 1, and ϕ : [0,+∞) → [0,+∞) is a Lebesgue inte-
grable mapping which is summable, non-negative and such that for each ε > 0,∫ ε
0
ϕ(t)dt > 0. If the pair (f, g) satisfies the (CLRg) property then f and g have

a unique common fixed point in X.

With choice F (s, t) = ω(s), here ω : [0,∞) → [0,∞) is a continuous function
such that ω(0) = 0, and ω(t) < t for t > 0, in Theorem 2.1 we have the following
corollary.

Corollary 2.5. Let (X,G) be a G-metric space and the pair (f, g) of self mappings
is weakly compatible such that∫ ψ(G(fx,fy,fz))

0

ϕ(t)dt ≤ ω

(∫ ψ(L(x,y,z))

0

ϕ(t)dt

)

for all x, y, z ∈ X, ω ∈ Φ, ψ ∈ Ψ, and ϕ : [0,+∞) → [0,+∞) is a Lebesgue
integrable mapping which is summable, non-negative and such that for each ε > 0,∫ ε
0
ϕ(t)dt > 0, where

L(x, y, z) = max{G(gx, gy, gz), G(gx, fx, fx), G(gy, fy, fy), G(gz, fz, fz)},

or

L(x, y, z) = max{G(gx, gy, gz), G(gx, gx, fx), G(gy, gy, fy), G(gz, gz, fz)}.

If the pair (f, g) satisfies the (CLRg) property then f and g have a unique common
fixed point in X.

With choice ψ(t) = t, in Corollary 2.5 we have the following corollary.
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Corollary 2.6. [8] Let (X,G) be a G-metric space and the pair (f, g) of self
mappings is weakly compatible such that∫ G(fx,fy,fz)

0

ϕ(t)dt ≤ ω

(∫ L(x,y,z)

0

ϕ(t)dt

)
for all x, y, z ∈ X, ω ∈ Φ, and ϕ : [0,+∞)→ [0,+∞) is a Lebesgue integrable map-
ping which is summable, non-negative and such that for each ε > 0,

∫ ε
0
ϕ(t)dt > 0,

where

L(x, y, z) = max{G(gx, gy, gz), G(gx, fx, fx), G(gy, fy, fy), G(gz, fz, fz)},

or

L(x, y, z) = max{G(gx, gy, gz), G(gx, gx, fx), G(gy, gy, fy), G(gz, gz, fz)}.

If the pair (f, g) satisfies the (CLRg) property, then f and g have a unique common
fixed point in X.
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Unconditionally Stable Difference Scheme for the

Numerical Solution of Nonlinear Rosenau-KdV
Equation

Akbar Mohebbi? and Zahra Faraz

Abstract
In this paper we investigate a nonlinear evolution model described by

the Rosenau-KdV equation. We propose a three-level average implicit finite
difference scheme for its numerical solutions and prove that this scheme is
stable and convergent in the order of O(τ2 + h2). Furthermore we show the
existence and uniqueness of numerical solutions. Comparing the numerical
results with other methods in the literature show the efficiency and high
accuracy of the proposed method.

Keywords: Finite difference scheme, solvability, unconditional stability, con-
vergence.
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1. Introduction
Nonlinear partial differential equations are useful in describing various phenomena.
These equations arise in various areas of physics, mathematics and engineering.
Analytical solutions of these equations are usually not available. Since only limited
classes of equations are solved by analytical means, numerical solution of these
nonlinear partial differential equations is of practical importance. KdV equation
is a mathematical model of waves on shallow water surfaces. It is particularly
notable as the prototypical example of an exactly solvable model and is as follows

ut + uux + uxxx = 0. (1)

In the study of the dynamics of dense discrete systems, the case of wave-wave and
wave-wall interactions cannot be described using the well-known KdV equation
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[4], so Rosenau [6, 7] proposed the so-called Rosenau equation

ut + uxxxxt + ux + uux = 0. (2)

The existence and the uniqueness of the solution for (2) were proved in [7], but
it is difficult to find the analytical solution for (2). So, much works has been
done on the numerical methods for (2) [1, 5]. On the other hand, for the further
consideration of the nonlinear wave, the viscous term +uxxx needs to be included
[4]

ut + uxxxxt + ux + uux + uxxx = 0, (3)

which is usually called the Rosenau-KdV equation. Some analytical methods for
the solution of this equation are given in [2, 9]. The authors of [4] proposed a
conservative three-level linear finite difference scheme for the numerical solution
of Rosenau-KdV equation. They proved the stability and convergency of method
and existence and uniqueness of numerical solutions. In this paper, we propose
a linear three-level average implicit finite difference scheme for the Rosenau-KdV
equation (3) with the following boundary conditions

u (xL, t) = u (xR, t) = 0, ux (xL, t) = ux (xR, t) = 0,

uxx (xL, t) = uxx (xR, t) = 0, t ∈ [0, T ] ,
(4)

and initial condition

u (x, 0) = u0 (x) , x ∈ [xL, xR] . (5)

The solitary wave solution for (3) is [3, 9]

u (x, t) =
(
− 35

24 + 35
312

√
313
)

× sech4
[

1
24

√
−26 + 2

√
313 ×

(
x−

(
1
2 + 1

26

√
313
)
t
)]
.

(6)

The structure of this paper is as follows. In Section 2, we will describe a three
level average implicit finite difference scheme for the Rosenau-KdV equation and
discuss the estimate for the difference solution. In Section 3, we will show that the
scheme is uniquely solvable. Then, in Section 4, we will prove the convergence and
stability for the difference scheme. Finally numerical results are given in Section 5
to verify our theoretical analysis and efficiency of proposed method in comparison
with other methods in the literature.

2. Proposed Finite Difference Scheme
Let h = (xR − xL)/J and τ be the uniform step size in the spatial and temporal
direction, respectively. Denote xj = xL + jh (j = −1, 0, 1, 2 . . . , J, J + 1), tn =
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nτ(n = 0, 1, 2, . . . , N,N = [T/τ ]), unj ≈ u(xj , tn) and Z0
h = {u = (uj) |u−1 =

u0 = uJ = uJ+1 = 0, j = −1, 0, 1, ..., J, J + 1}. Throughout this paper, we
denote C as a generic positive constant independent of h and τ , which may have
different values in different occurrences. We introduce the following notations [4](

unj
)
x

= 1
h

(
unj+1 − unj

)
,

(
unj
)
x̄

= 1
h

(
unj − unj−1

)
,(

unj
)
x̂

= 1
2h

(
unj+1 − unj−1

)
, (un, υn) = h

∑
j

unj υ
n
j ,

(
ūnj
)

= 1
2

(
un+1
j + un−1

j

)
, ‖un‖2 = (un, un) ,(

unj
)
t̂

= 1
2τ

(
un+1
j − un−1

j

)
, ‖un‖∞ = sup

j

∣∣unj ∣∣ .
(7)

We note that (
up+1

p+ 1

)
x

=
1

p+ 2

[
upux +

(
up+1

)
x

]
, (8)

and (
unj
)
xx

=
(
unj
)
xx

=
unj+1 − 2unj + unj−1

h2
.

We propose the following implicit finite difference scheme for solving Eqs. (3)-(5)(
unj
)
t̂

+
(
unj
)
xxxxt̂

+
(
unj
)
x̂

+
(
unj
)
x̂xx

+ 1
3

[
unj
(
unj
)
x̂

+
(
unj u

n
j

)
x̂

]
= 0, (9)

j = 1, 2, 3, . . . , J − 1, n = 1, 2, 3, . . . , N − 1, (10)

u0
j = u0(xj), j = 0, 1, 2, 3, . . . , J, (11)

un ∈ Z0
h, (un0 )x̂ = (unJ)x̂ = 0,

(un0 )xx = (unJ)xx = 0, n = 1, 2, 3, . . . , N.
(12)

We now state some lemmas which are needed to prove stability and convergence
of scheme.

Lemma 2.1. [8] For any two mesh functions u, v ∈ Z0
h we have the following

relations

1. (ux, v) = − (u, vx),

2. (uxx, v) = − (ux, vx),



294 A. Mohebbi and Z. Faraz

3. (uxx, u) = − (ux, ux) = −‖ux‖2,

4. If (u0)xx = (uJ)xx = 0, then (uxxxx, u) = ‖uxx‖2.

Lemma 2.2. [8] There exist two constants C1 and C2 such that

‖un‖∞ ≤ C1 ‖un‖+ C2 ‖unx‖ . (13)

Lemma 2.3. [8] Suppose that ω(k) and ρ(k) is nondecreasing. If C > 0, and

ω (k) ≤ ρ (k) + Cτ

k−1∑
l=0

ω (l) , ∀k, (14)

then
ω (k) ≤ ρ (k) eCτk, ∀k. (15)

Theorem 2.4. If un be the solution of (9)-(12), u0 ∈ H2
0 [xL, xR] and u(x, t) ∈

C5,3
x,t then we have the following relations

‖un‖ ≤ C, ‖unx‖ ≤ C, ‖un‖∞ ≤ C, n = 1, 2, . . . N.

Proof. Taking an inner product of (9) with 2un(i.e., un+1 +un−1), considering the
boundary conditions (12) and Lemma 2.1, we obtain

1
2τ

(∥∥un+1
∥∥2 −

∥∥un−1
∥∥2
)

+ 1
2τ

(∥∥un+1
xx

∥∥2 −
∥∥un−1

xx

∥∥2
)

+ 2 (unx̂ , ū
n) +

2(unx̂xx̄, ū
n) + 2 (P, ūn) = 0, (16)

where Pj = 1
3

[
unj
(
unj
)
x̂

+
(
unj u

n
j

)
x̂

]
. We can write

(P, ūn) = 0,

so we get

1

2τ

(∥∥un+1
∥∥2 −

∥∥un−1
∥∥2

)
+

1

2τ

(∥∥un+1
xx

∥∥2 −
∥∥un−1

xx

∥∥2
)

= −2 (un
x̂xx̄, ū

n)− 2 (un
x̂, ū

n) .

(17)
By Cauchy-Schwarz inequality and Lemma 2.1, we find

(unx̂xx̄, 2ū
n) = − (unx̂x, 2ū

n
x) ,∣∣(unx̂x, un+1

x + un−1
x

)∣∣ 6 ‖unxx‖2 +
1

2

(∥∥un+1
x

∥∥2
+
∥∥un−1

x

∥∥2
)
, (18)

∥∥un+1
x

∥∥2 ≤ 1
2

(∥∥un+1
∥∥2

+
∥∥un+1

xx

∥∥2
)
,

∥∥un−1
x

∥∥2 ≤ 1
2

(∥∥un−1
∥∥2

+
∥∥un−1

xx

∥∥2
)
.

(19)
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Substituting (19) into (18), we get

|(unx̂xx, 2un)| ≤ ‖unxx‖
2

+
1

4

(∥∥un+1
∥∥2

+
∥∥un+1

xx

∥∥2
+
∥∥un−1

∥∥2
+
∥∥un−1

xx

∥∥2
)
, (20)

and (
(un)x̂, u

n+1 + un−1
)
≤ ‖unx‖

2
+

1

2

(∥∥un+1
∥∥2

+
∥∥un−1

∥∥2
)
. (21)

It follows from (17)-(21) that∥∥un+1
∥∥2 −

∥∥un−1
∥∥2

+
∥∥un+1

xx

∥∥2 −
∥∥un−1

xx

∥∥2

≤ 2τ
(
‖unxx‖

2
+ 1

4

(∥∥un+1
∥∥2

+
∥∥un+1

xx

∥∥2
+
∥∥un−1

∥∥2
+
∥∥un−1

xx

∥∥2
)

+ ‖unx‖
2

+ 1
2

(∥∥un+1
∥∥2

+
∥∥un−1

∥∥2
))

.

(22)

Using Lemma 2.1 and Cauchy-Schwarz inequality, we obtain

‖unx‖
2 ≤ 1

2

(
‖un‖2 + ‖unxx‖

2
)
, (23)

hence, we can write (22) as follows(∥∥un+1
∥∥2

+ ‖un‖2
)
−
(
‖un‖2 +

∥∥un−1
∥∥2
)

+
(∥∥un+1

xx

∥∥2
+ ‖unxx‖

2
)
−

(
‖unxx‖

2
+
∥∥un−1

xx

∥∥2
)

≤ Cτ
(∥∥un+1

xx

∥∥2
+ ‖unxx‖

2
+
∥∥un−1

xx

∥∥2
+
∥∥un+1

∥∥2
+ ‖un‖2 +

∥∥un−1
∥∥2
)
.

(24)

Let Bn = ‖un‖2 +
∥∥un−1

∥∥2
+ ‖unxx‖

2
+
∥∥un−1

xx

∥∥2
. It follows from (24) that

Bn+1 −Bn ≤ Cτ
(
Bn+1 +Bn

)
,

so

(1− Cτ)
(
Bn+1 −Bn

)
≤ 2CτBn.

If τ is sufficiently small which satisfies 1− Cτ = δ > 0, then

Bn+1 −Bn ≤ CτBn. (25)
Summing up (25) from 0 to n-1, we have

Bn ≤ B0 + Cτ

n−1∑
l=0

Bl.

It follows from Lemma 2.3 that

‖un‖ ≤ C, ‖unxx‖ ≤ C.

From (23), we have ‖unx‖ ≤ C. Using Lemma 2.2, we get ‖un‖∞ ≤ C.
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3. Solvability

Theorem 3.1. The difference scheme (9)-(12) has a unique solution.

Proof. We use from mathematical induction to prove. It is obvious that u0 is
uniquely determined by the initial condition (11). We also can get u1 in order
O(h2 + τ2) by two-level C-N scheme (that is, u0 and u1 are uniquely determined).
Now suppose u0, u1, . . . , un be solved uniquely. Considering equation (9) for un+1

we can get

1
2τ u

n+1
j + 1

2τ

(
un+1
j

)
xxx̄x̄

+ 1
6

[
unj
(
un+1
j

)
x̂

+
(
unj u

n+1
j

)
x̂

]
= 0. (26)

Taking an inner product of (26) with un+1, we obtain

1
2τ

∥∥un+1
∥∥2

+ 1
2τ

∥∥un+1
xx

∥∥2
+ h

6

J−1∑
j=1

[
unj
(
un+1
j

)
x̂

+ un−1
j

(
unj
)
x̂

]
un+1
j = 0. (27)

We can write

1

6
h

J−1∑
j=1

[
unj
(
un+1
j

)
x̂

+
(
unj u

n+1
j

)
x̂

]
un+1
j (28)

=
1

12

J−1∑
j=1

[
unj u

n+1
j+1 u

n+1
j + unj+1u

n+1
j+1 u

n+1
j

]
− 1

12

J−1∑
j=1

[
unj u

n+1
j−1u

n+1
j + unj−1u

n+1
j−1u

n+1
j

]
= 0,

It follows from (27) and (28) that∥∥un+1
∥∥2

+
∥∥un+1

xx

∥∥2
= 0.

That is, (26) has only a trivial solution. Therefore, (9)-(12) determines un+1
j

uniquely.

4. Convergence and Stability

Let v(x, t) be the solution of problem (3)-(5), vnj = v(xj , tn), then the truncation
error of the difference scheme (9)-(12) is as follows:

rnj =
(
vnj
)
t̂

+
(
vnj
)
xxxxt̂

+
(
vnj
)
x̂

+
(
vnj
)
x̂xx

+ 1
3

[
vnj
(
vnj
)
x̂

+
(
vnj v

n
j

)
x̂

]
. (29)

Using Taylor expansion, we know that rnj = O(h2 + τ2) holds if h, τ → 0.
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Theorem 4.1. Suppose that u0 ∈ H2
0 [xL, xR], then the solution un of (9)-(12)

converges to the solution v(x, t) of problem (3)-(5) in norm ‖.‖∞ and the rate of
convergence is O(τ2 + h2).

Proof. Subtracting (9) from (29) and letting enj = vnj − unj , we have

rnj =
(
enj
)
t̂

+
(
enj
)
xxx̄x̄t̂

+
(
enj
)
x̂

+
(
enj
)
x̂xx

+R1,j +R2,j , (30)

where

R1,j = 1
3

[
vnj
(
v̄nj
)
x̂
− unj

(
unj
)
x̂

]
,

R2,j = 1
3

[(
vnj v̄

n
j

)
x̂
−
(
unj u

n
j

)
x̂

]
.

Computing the inner product of (30) with 2en, we obtain

(rn, 2ēn) = 1
2τ

(∥∥en+1
∥∥2 −

∥∥en−1
∥∥2
)

+ 1
2τ

(∥∥en+1
xx

∥∥2 −
∥∥en−1
xx

∥∥2
)

+

(enx̂ , 2ē
n) + (enx̂xx̄, 2ē

n) + (R1, 2ē
n) + (R2, 2ē

n) .
(31)

We can write (31) as follows

(∥∥en+1
∥∥2 −

∥∥en−1
∥∥2
)

+
(∥∥en+1

xx

∥∥2 −
∥∥en−1
xx

∥∥2
)

=

2τ [(rn, 2ēn)− (enx̂xx̄, 2ē
n)− ((en)x̂, 2ē

n)− (R1, 2ē
n)− (R2, 2ē

n)] .
(32)

By Lemma 2.1, Theorem 2.1, and Cauchy-Schwarz inequality, we have

(R1, 2e
n) = 2

3h
∑
j

(
vnj
(
vnj
)
x̂
− unj

(
unj
)
x̂

) (
ēnj
)

= 1
3h
∑
j

[
vnj
(
vn+1
j + vn−1

j

)
x̂
−vnj

(
un+1
j + un−1

j

)
x̂

+ vnj
(
un+1
j + un−1

j

)
x̂
− unj

(
un+1
j + un−1

j

)
x̂

] (
enj
)

= 2
3h
∑
j

(
vnj
(
enj
)
x̂
− enj

(
unj
)
x̂

) (
ēnj
)

= 2
3h
∑
j

vnj
(
ēnj
)
x̂

(
ēnj
)
− 2

3h
∑
j

enj
(
unj
)
x̂

(
ēnj
)

≤ 2
3Ch

∑
j

(∣∣∣(ēnj )x̂∣∣∣+
∣∣enj ∣∣) ∣∣ēnj ∣∣

≤ C
[
‖ēnx‖

2
+ ‖en‖2 + 2‖ēn‖2

]
≤ C

(∥∥en+1
x

∥∥2
+
∥∥en−1
x

∥∥2
+ 2
∥∥en+1

∥∥2
+ ‖en‖2 + 2

∥∥en−1
∥∥2
)
,

(33)
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and

(R2, 2e
n) = 2

3h
∑
j

((
vnj v

n
j

)
x̂
−
(
unj ū

n
j

)
x̂

) (
ēnj
)

= 2
3h
∑
j

{(
vnj v

n
j

)
x̂
−
(
vnj u

n
j

)
x̂

+
(
vnj u

n
j

)
x̂
−
(
unj u

n
j

)
x̂

}(
enj
)

= − 2
3h
∑
j

{(
vnj
)
enj
(
enj
)
x̂

+
[
vnj − unj

]
unj
(
enj
)
x̂

}
≤ 2

3Ch
∑
j

(∣∣(ēnj )∣∣+
∣∣enj ∣∣) ∣∣∣(ēnj )x̂∣∣∣

≤ C
[
‖ēnx‖

2
+ ‖en‖2 + ‖ēn‖2

]
≤ C

(∥∥en+1
x

∥∥2
+
∥∥en−1
x

∥∥2
+
∥∥en+1

∥∥2
+ ‖en‖2 +

∥∥en−1
∥∥2
)
.

(34)

Noting that similar to (18)-(21) we have

(rn, 2ēn) =
(
rn, en+1 + en−1

)
≤ ‖rn‖2 +

1

2

(∥∥en+1
∥∥2

+
∥∥en−1

∥∥2
)
, (35)

((en)x̂xx̄, 2ē
n) = −

(
(en)x̂x, e

n+1
x + en−1

x

)
6 ‖enxx‖

2
+

1

2

(∥∥en+1
x

∥∥2
+
∥∥en−1
x

∥∥2
)
,

(36)

((en)x̂, 2ē
n) =

(
(en)x̂, e

n+1 + en−1
)
≤ ‖enx‖

2
+

1

2

(∥∥en+1
∥∥2

+
∥∥en−1

∥∥2
)
. (37)

From (32)-(37), we have(∥∥en+1
∥∥2

+ ‖en‖2
)
−
(
‖en‖2 +

∥∥en−1
∥∥2
)

+

(∥∥en+1
xx

∥∥2
+ ‖enxx‖

2
)
−
(
‖enxx‖

2
+
∥∥en−1
xx

∥∥2
)

≤ Cτ
(∥∥en+1

∥∥2
+
∥∥en−1

∥∥2
+ ‖en‖2 +

∥∥en+1
x

∥∥2
+ ‖enx‖

2
+
∥∥en−1
x

∥∥2
+ ‖enxx‖

2
)

+

2τ‖rn‖2.
(38)

Similar to the proof of (23), we obtain∥∥en+1
x

∥∥2 ≤ 1
2

(∥∥en+1
∥∥2

+
∥∥en+1
xx

∥∥2
)
,

‖enx‖
2 ≤ 1

2

(
‖en‖2 + ‖enxx‖

2
)
,

∥∥en−1
x

∥∥2 ≤ 1
2

(∥∥en−1
∥∥2

+
∥∥en−1
xx

∥∥2
)
.

(39)

Let Dn = ‖en‖2 + ‖enxx‖
2

+
∥∥en−1

∥∥2
+
∥∥en−1
xx

∥∥2, then (38) can be rewritten as
follows

Dn+1 −Dn ≤ 2τ‖rn‖2 + Cτ
(
Dn+1 +Dn

)
, (40)
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which yields
(1− Cτ)

(
Dn+1 −Dn

)
≤ 2CτDn + 2τ‖rn‖2. (41)

If τ is sufficiently small, which satisfies 1− Cτ > 0, then

Dn+1 −Dn ≤ CτDn + Cτ‖rn‖2. (42)

Summing up (42) from 1 to n, we have

Dn ≤ D0 + Cτ

n−1∑
l=0

∥∥rl∥∥2
+ Cτ

n−1∑
l=0

Dl. (43)

First, we can get u1 in order O(h2+τ2) that satisfiesD0 ≤ C(h2+τ2)2 by two-level
C-N scheme. Since

τ

n−1∑
l=0

∥∥rl∥∥2 ≤ nτ max
0≤l≤n−1

∥∥rl∥∥2 ≤ T.O
(
τ2 + h2

)2
, (44)

we obtain

Dn ≤ O
(
τ2 + h2

)2
+ Cτ

n−1∑
l=0

Dl. (45)

From Lemma 2.3 we get
Dn ≤ O

(
τ2 + h2

)2
, (46)

that is
‖en‖ ≤ O

(
τ2 + h2

)
, ‖enxx‖ ≤ O

(
τ2 + h2

)
. (47)

From (39) we have
‖enx‖ ≤ O

(
τ2 + h2

)
. (48)

By Lemma 2.2, we obtain

‖en‖∞ ≤ O
(
τ2 + h2

)
. (49)

This completes the proof.

Finally, we can state similarly the following theorem.

Theorem 4.2. Under the conditions of Theorem 4.1, the solution un of (9)-(12)
is stable in norm ‖.‖∞.

5. Numerical Results
In this section we present the numerical results of the proposed method on a test
problem. We performed our computations using Matlab 7 software on a PC
with Intel Core 2 Duo, 2.8 GHz CPU and 2 GB RAM. We tested the accuracy
and stability of the method presented in this paper by performing the mentioned
method for different values of ∆t and h.
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Figure 1: Surface plot of approximate solution (left panel) and plot of absolute
error (right panel) with h = 0.05, τ = 0.05 at T = 20.
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Table 1: Errors and computational orders obtained at different final times.

h = τ = 0.2 h = τ = 0.1 h = τ = 0.05

T = 10

‖en‖∞ 2.718820× 10−4 6.853283× 10−5 1.718933× 10−5

C −Order − 1.988 1.995

T = 20

‖en‖∞ 5.026183× 10−4 1.261183× 10−4 3.157146× 10−5

C −Order − 1.995 1.998

T = 30

‖en‖∞ 7.217771× 10−4 1.810695× 10−4 4.532327× 10−5

C −Order − 1.995 1.998

T = 40

‖en‖∞ 9.396398× 10−4 2.356919× 10−4 5.899417× 10−5

C −Order − 1.995 1.998

Also we calculated the computational orders of the method presented in this
article (denoted by C-Order) with the following formula

log(E1

E2
)

log(h1

h2
)
,

in which E1 and E2 are errors correspond to grids with mesh size h1 and h2 re-
spectively. Also we put xL = −40 and xR = 100.

5.1 Propagation of a Single Solitary Wave
We consider the equation (3) with the following exact solution

u (x, t) =
(
− 35

24 + 35
312

√
313
)

× sech4
[

1
24

√
−26 + 2

√
313

×
(
x−

(
1
2 + 1

26

√
313
)
t
)]
.

The initial condition can be obtained from exact solution. Table 1 shows the
computational orders and errors of proposed method with different values of h = τ
at different final times. Numerical results of this table confirm the second order
of accuracy of method. In Tables 2, 3 we compare the errors of proposed method
with the results of [4]. As we see the new method has better accuracy. Figure 1
shows the surface plot of approximate solution (left panel) and plot of absolute
error (right panel) with h = 0.05, τ = 0.05 at T = 20.



302 A. Mohebbi and Z. Faraz

Table 2: Comparison of ‖en‖∞ error at various time steps.
‖en‖∞ h = τ = 0.1 h = τ = 0.05
Method Present Scheme [4] Present Scheme [4]
t = 10 2.718× 10−4 2.507× 10−3 1.719× 10−5 1.585× 10−4

t = 20 5.026× 10−4 4.489× 10−3 3.157× 10−5 2.836× 10−4

t = 30 7.218× 10−4 6.081× 10−3 4.532× 10−5 3.834× 10−4

t = 40 9.396× 10−4 7.444× 10−3 5.899× 10−5 4.709× 10−4

Table 3: Comparison of ‖en‖ error at various time steps.
‖en‖ h = τ = 0.2 h = τ = 0.05

Method Present Scheme [4] Present Scheme [4]
t = 10 7.389× 10−4 6.525× 10−3 4.663× 10−5 4.113× 10−4

t = 20 1.443× 10−3 1.209× 10−2 9.070× 10−5 7.631× 10−4

t = 30 2.132× 10−3 1.683× 10−2 1.339× 10−5 1.063× 10−3

t = 40 2.818× 10−3 2.101× 10−2 1.769× 10−5 1.328× 10−3

5.2 Interaction of Two Solitary Waves
We investigate the interaction of two solitary waves for equation (3) using the
following initial condition

u (x, 0) =

2∑
j=1

3dj sech2 (kj (x− xj)),

in which k1 = 0.4, k2 = 0.3, x1 = 15, x2 = 35, and

dj =
4k2
j

1− 4k2
j

, j = 1, 2.

From the above initial conditions, the solitary waves are propagated rightwards.
Shapes of both waves at times t = 10, 15, 20, 25 and with h = τ = 0.1 are shown in
Figure 2. We see that as the time progresses the collision occurs and after collision
two waves leave each other without changing their shape.

6. Conclusion
In this article, we constructed an implicit finite difference scheme for the solution
of Rosenau-KdV equation. We proved that this scheme is stable and convergent in
the order of O(τ2 + h2). Furthermore we showed the existence and uniqueness of
numerical solutions. We compared the numerical results of this paper with other
methods in the literature and concluded that the proposed method has better
results.
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Figure 2: The numerical solutions of two solitary waves with h = τ = 0.1 obtained
at final times t = 10 (left-top), t = 15 (right-top), t = 20 (left-bottom) and t = 30
(right-bottom).
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Wiener Polarity Index of Tensor Product of

Graphs

Mojgan Mogharrab⋆, Reza Sharafdini and Somayeh Musavi

Abstract

Mathematical chemistry is a branch of theoretical chemistry for discus-
sion and prediction of the molecular structure using mathematical methods
without necessarily referring to quantum mechanics. In theoretical chem-
istry, distance-based molecular structure descriptors are used for modeling
physical, pharmacologic, biological and other properties of chemical com-
pounds. The Wiener Polarity index of a graph G, denoted by WP (G), is the
number of unordered pairs of vertices of distance 3. The Wiener polarity
index is used to demonstrate quantitative structure-property relationships
in a series of acyclic and cycle-containing hydrocarbons. Let G and H be
two simple connected graphs, then the tensor product of them is denoted
by G ⊗ H whose vertex set is V (G⊗H) = V (G) × V (H) and edge set
is E (G⊗H) = {(a, b) (c, d) | ac ∈ E (G) , bd ∈ E (H)}. In this paper, we
aim to compute the Wiener polarity index of G ⊗ H which was computed
wrongly in [J. Ma, Y. Shi and J. Yue, The Wiener polarity index of graph
products, Ars Combin. 116 (2014) 235-244].

Keywords: Topological index, Wiener polarity index, tensor product, graph,
distance.
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1. Introduction
In this section, we first describe some notations which will be kept throughout. A
graph is a structure composed of points (vertices or nodes), connected by lines
(edges or links).

A graph is called finite if both its vertex set and edge setare finite. If e = uv
is an edge of a graph, then we say that e joins the pair vertices u and v. Also
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the vertices u and v are named the end vertices of the edge e. An edge with
identical end vertices is called a loop. We say that a graph is simple whenever
it has no loop and no two of its edges join the same pair of vertices. The set
of finite simple graphs is shown by Γ and the set of finite graphs in which loops
are admitted is denoted as Γ0, so Γ⊂Γ0 [13]. From now on, when we say that
“G is a graph” it means G ∈ Γ, otherwise G ∈ Γ0. For a given graph G, we
show the vertex and edge set of G by V (G) and E(G), respectively. If x is
a vertex of the graph G, the degree of x in G is denoted by degG(x). In the
other words, if for any vertex x ∈ G, NG(x) denotes the set of neighbors that
x ∈ G, i.e. NG (x) = {y ∈ V (G)|xy ∈ E(G)}, then degG (x) = |NG(x)|. The
minimum and maximum degree of all vertices x of a graph G are denoted by δ (G)
and ∆(G), respectively. A walk in G is a sequence of (not necessarily distinct)
vertices v1v2 ...vn, such that vivi+1 ∈ E(G) for i = 1, 2, . . . , n − 1. We call such
a walk a (v1, vn)−walk. A path in the graph is a walk without traversing any
vertex twice. So, a path in the graph is a sequence of adjacent edges without
traversing any vertex twice. The graph is called connected when there is a path
between any pair of vertices in it, otherwise the graph is disconnected. For the
vertices u, v ∈ V (G), the distance between u and v in G is denoted by dG(u, v)
and it is the length of a shortest (u, v)-path in G. If G is a disconnected graph,
then we assume that the distance between any two vertices belonging to different
components of G, is infinity. For a given vertex x ∈ V (G), its eccentricity
ecc(x) is the largest distance between x and any other vertex y ∈ V (G), that is
ecc (x) = Max{dG (x, y) |y ∈ V (G)}. The maximum eccentricity over all vertices
of G is called the diameter of G and denoted by D(G). Also, the minimum
eccentricity among the vertices of G is called the radius of G and denoted by
R(G). Let G and H be two graphs such that V (H) ⊆ V (G) and E(H) ⊆ E(G).
Then we say that H is a subgraph of G and write H ≤ G. Let us denote a cycle
and a path on n vertices by Cn and Pn, respectively. For a graph H, a graph G is
called H-free if it has no subgraph isomorphic to H. So, a graph is called triangle
free if it has no subgraph isomorphic to C3. The adjacency matrix of a graph
G, denoted by A(G), is a (0, 1)−matrix whose rows and columns are indexed by
V (G) and the element A(G)u,v = 1 if and only if uv ∈ E(G) for each u, v ∈ V (G),
otherwise A(G)u,v = 0.

Mathematical Chemistry is a branch of theoretical chemistry for studying
the molecular structure using mathematical methods. Molecular Graphs or Chem-
ical Graphs are models of molecules in which atoms are represented by vertices
and chemical bonds by edges of a graph. The Chemical Graph Theory is a
branch of mathematical chemistry concerned with the study of chemical graphs.
In theoretical chemistry correlation of chemical structure with various physical
properties, chemical reactivity or biological activity are often modeled by means
of molecular-graph-based structure-descriptors, which are also referred to as
topological indices. A topological index is a function TOP from Γ to the set of
real numbers R with this property that TOP (G) = TOP (H), whenever G and H
are isomorphic.
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There exist several types of such indices, especially those based on vertex
and edge distances. The most well-known and successful topological indices with
several applications in QSAR/QSPR studies in chemistry, was introduced by H.
Wiener [27] for acyclic molecules. It is defined as the sum of distances between all
pairs of vertices of the molecular graph. Let G be a simple connected graph. Then
the Wiener index of G is defined as W (G) = 1

2

∑
x,y∈V (G) d(x, y). Let γ(G, k)

be the number of unordered vertex pairs of G for which the distance of them is
equal to k and therefore one can write W (G) =

∑
k≥1 kγ(G, k). In the case k = 3,

the number γ (G, 3) is called the Wiener polarity index of G and denoted by
WP (G).

It is believed that the Wiener index was the first reported distance-based topo-
logical index. This topological index was used for modeling the shape of organic
molecules and for calculating several of their physico-chemical properties [11]. For
example, Wiener used a linear formula to calculate the boiling points of the paraf-
fin (alkanes). More precisely, let A bean alkane with the corresponding (Hydrogen
suppressed) molecular graph G. Then the boiling point tB(A) of A is estimated
as follows

tB (A) = aW (G) + bWP (G) + c,

where a, b and c are constants for a given isomeric group.
Using the Wiener polarity index, Lukovits and Linert demonstrated quanti-

tative structure–property relationships in a series of acyclic and cycle-containing
hydrocarbons [20]. Hosoya [14] found a physical-chemical interpretation of WP (G).
Du, Li and Shi [9] described a linear time algorithm APT for computing the index
of trees and characterized the trees maximizing the index among all trees of a given
order. Deng, Xiao and Tang [7] characterized the extremal trees with respect to
this index among all trees of order n and diameter d. Deng and Xiao [6] studied
the Wiener polarity index of molecular graphs of alkanes with a given number of
methyl group. They also found the maximum Wiener polarity index of chemical
trees with k pendants and characterized the extremal graphs [9]. Deng [8] also
gave the extremal Wiener polarity index of all chemical trees with order n. Liu,
Hou and Huang [18] studied Wiener polarity index of trees with maximum degree
for given number of leaves. Hou, Liu and Huang [15] characterized the maximum
Wiener polarity index of unicyclic graphs. Also Liu and Liu [19] established a
relation between Wiener polarity index and other indices like Zagreb indices and
Wiener index. They also obtained some extremal unicyclic graphs on n vertices
with respect to Wiener polarity index. Behmaram, Yousefi-Azari and Ashrafi [3]
determined the Wiener polarity of fullerenes and hexagonal systems. Chen, Du
and Fan [5] computed the Wiener polarity index of cactus graphs. A. Ilić and M.
Ilić [16] introduced a generalized Wiener polarity index and described a linear time
algorithm for computing these indices for trees and partial cubes, and character-
ized extremal trees maximizing the generalized Wiener polarity index among trees
of given order n. Ou, Feng and Liu [23] characterized minimum Wiener polarity
index of unicyclic graphs with prescribed maximum degree. Ashrafi, Dehghanzade



308 M. Mogharrab, R. Sharafdini and S. Musavi

and Sharafdini [1] computed maximum Wiener polarity index of bicyclic graphs.
Many graphs can be constructed from simpler graphs via certain operations

called graph products [13, 17]. It is believed that the most difficult one in many
aspects among standard products is the tensor product of graphs. The tensor
product of graphs has been extensively studied in relation to the areas such as
graph colorings, graph recognition, decompositions of graphs, graph embeddings,
matching theory and design theory. For any two graphs G,H ∈ Γ0, their tensor
product (also known as direct product, Kronecker product, categorical product,
cardinal product, relational product, weak direct product conjunction, . . . ) is
denoted by G⊗H whose vertex set and edge set are as follows:

V (G⊗H) = V (G)× V (H)

E(G⊗H) = {(a, b)(c, d) | ac ∈ E(G), bd ∈ E(H)} .

The vertices (a, b) and (c, d) are adjacent in G⊗H, whenever ac is an edge in
G and bd is an edge in H. From the definition, one can get immediately that

|V (G⊗H) | = |V (G) ||V (H) |

and if (a, b) (c, d) ∈ E(G⊗H), then also (a, d) (c, b) ∈ E(G⊗H) and hence

|E (G⊗H) | = 2|E(G)||E(H)|.

Furthermore, we can see degG⊗H ((a, b)) = degG(a)degH(b).

Note. Since a connected graph G is Eulerian if and only if it has no vertices of
odd degree. Therefore, if G⊗H is a connected graph and one of the graphs G or
H is Eulerian graph, then G⊗H is also an Eulerian graph.

We can consider the tensor product as a binary operation on the set Γ0 [26].
It is known that, up to isomorphism, this product is commutative and associative
in a natural way [24]. Also if the graph I ∈ Γ0 denotes a vertex on which there is
a loop, then G ⊗ I ∼= G for any G ∈ Γ0. Therefore I is the identity element for
tensor product as a binary operation.

Note. If we consider the tensor product of graphs as a binary operation on the
set Γ, then this binary operation has no identity element.

By an appropriate ordering of V (G) × V (H), it follows that A(G ⊗ H) =
A(G)⊗A(H), where A(G)⊗A(H) is the Kronecker product of matrices A(G) and
A(H) [25].

Lemma 1. ([4, 13]) Let G and H be two connected graphs. Then the graph
G⊗H is connected if and only if any G or H contains an odd cycle if and only if
at least G or H is non-bipartite. For example, Figures 1, 2 illustrate two examples
of tensor products. Note that, in all Figures the vertex (x, y) in the tensor product
G⊗H is shown by xy.

As is depicted in Figure 2, P3 ⊗ P5 is disconnected.
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Figure 1: P 2 ⊗C5
∼= C10.

Figure 2: The disconnected graph P 3 ⊗ P 5.

Moradi [22] computed Wiener type indices of the tensor product of graphs. In
this article, we concerned about the Weiner polarity index of the tensor product
of graphs. The Wiener polarity index of tensor product of graphs was wrongly
computed in [21]. In order to show a counter example, we need to express the
following lemma.

Lemma 2. For the positive integer n ≥ 3,

WP (Cn) =

 0, n = 3, 4, 5;
3, n = 6;
n, n ≥ 7.

Remark. In [21] the authors (wrongly) stated in Theorem 4.1 that

WP (G⊗H) = 2WP (G)WP (H) + 2WP (H)m (G) + 2WP (G)m (H)

where G and H are two non-trivial connected graphs and at least one of them is
non-bipartite, m (G) and m (H) are the number of edges of the graphs G and H,
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respectively. Let us show that this formula is wrong as it is seen in Figure 1, for
which P2 ⊗ C5

∼= C10 and it follows from Lemma 3 that the left hand side of the
equation in the above formula is WP (P2 ⊗ C5) = WP (C10) = 10, while the right
hand side is zero.

In this article we aim to obtain Wiener polarity index of tensor product of
graphs. Note that our technique is that of used in [22].

2. Main Results
Let G and H be two graphs. In this section, we consider the Wiener Polarity
index of G ⊗H. Since this topological index is defined on the connected graphs,
it follows from Lemma 2 that we need to assume that at least one of the graph G
or H is non-bipartite and thus in this case G⊗H is connected.

Now, let us study some distance properties of the tensor product of graphs.

Definition 3. [22] Let G be a graph and x, y ∈ V (G). Define d′G(x, y) as follows

1. If dG(x, y) is an odd number, then d′G(x, y) is defined as the length of a
shortest even walk joining x and y in G, and if there is no shortest even
walk, then d′G(x, y) = +∞.

2. If dG(x, y) is an even number, then d′G(x, y) is defined as the length of a
shortest odd walk joining x and y in G, and if there is no shortest odd walk,
then d′G(x, y) = +∞.

3. If dG(x, y) = +∞, then d′G(x, y) = +∞.

Note. We take dG(x, y) = +∞, if there is no shortest odd walk and no shortest
even walk between x and y in G. Also, if d′G(x, y) < +∞, then d′G(x, y) ≥ 2 and
so d′G(x, y) ̸= 1.

Definition 4. [21, 22] Let G and H be two graphs and (a, b), (c, d) ∈ V (G⊗H).
The relation ∼ on the vertex set V (G ⊗H) is defined as (a, b) ∼ (c, d) whenever
dG(a, c), dH(b, d) < +∞ and dG(a, c) + dH(b, d) is an even number, hence the
parity of dG(a, c) and dH(b, d) are the same. Therefore (a, b) ≁ (c, d) whenever
dG(a, c) = +∞ or dH(b, d) = +∞ or dG(a, c) + dH(b, d) is an odd number.

Lemma 5. [21, 22] Let G and H be graphs and (a, b), (c, d) ∈ V (G⊗H). Then

dG⊗H ((a, b) , (c, d)) =

{
d1 ((a, b) , (c, d)) if (a, b)∼ (c, d)
d2 ((a, b) , (c, d)) if(a, b) ≁ (c, d)

where

d1((a, b), (c, d)) = Max{dG(a, c), dH(b, d)}
d2((a, b), (c, d)) = min{Max {dG (a, c) , d′H (b, d)} , Max {d′G (a, c) , dH (b, d)}}
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Now let (a, b), (c, d) ∈ V (G ⊗ H) be arbitrary. Then one can see that the dis-
tance between them is depended on (a, b) ∼ (c, d) or (a, b) ≁ (c, d). Hence, if
dG⊗H(a, b), (c, d) = 3 then one may conclude that d1(a, b)(c, d) = 3 or d2(a, b)(c, d) =
3. So, we compute the distance between any two vertices in the graph G⊗H, in
two cases. To proceed, let us discus the first case as follows.

Proposition 6. Suppose that

R1(G⊗H) = {{(a, b) , (c, d)} ⊆ V (G⊗H)| (a, b) ∼ (c, d) & d1 ((a, b) , (c, d)) = 3}.

Then |R1 (G⊗H) | = 2 [m2WP (G) +m1WP (H) +WP (G)WP (H)] , where m1 =
|E (G)| and m2 = |E (H)|.

Proof. If {(a, b) , (c, d)} ∈ R1 (G⊗H), then can conclude that dG (a, c) +
dH(b, d) is an even positive integer. Then only three cases occur as follows:

1. dG (a, c) = 1 and dH (b, d) = 3. In this case, the number of all unordered
pairs that are satisfied in this case is equal to 2m1WP (H).

2. dG (a, c) = 3 and dH (b, d) = 1. In this case, the number of all unordered
pairs that are satisfied in this case is equal to 2m2WP (G) .

3. dG (a, c) = 3 and dH (b, d) = 3. In this case, the number of all unordered
pairs that are satisfied in this case is equal to 2WP (G)WP (H),

and our proof is complete.

Note. One can easily see that if {(a, b) , (c, d)} is satisfied in the condition of
one part, then also {(a, d) , (c, b)} is satisfied.

Definition 7. For a graph G, the following notation is useful for the main results
of this paper. Suppose that

A(G) = {uv ∈ E(G) | NG(u) ∩NG(v) = ∅} = {uv ∈ E(G) | ∀C3 ≤ G;uv /∈ E(C3)},
B(G) = {x ∈ V (G) | ∃u, v ∈ NG(x);uv ∈ E(G)} = {x ∈ V (G) | ∃C3 ≤ G;x ∈ V (C3)},
C(G) = {{u, v} ⊆ V (G)|dG (u, v) = 2 and ∃ (u, v)− walk of length 3},

also AG = |A (G) |, BG = |B (G) | and CG = |C (G) |.

Proposition 8. Suppose that

R2(G⊗H) = {{(a, b)(c, d)} ⊆ V (G⊗H)| (a, b)≁ (c, d) & d2 ((a, b) , (c, d)) = 3}.

Then |R2 (G⊗H) | = 2 [CHφ (G) + CGφ (H)]+BHφ (G)+BGφ (H), where φ (G) =
AG +WP (G) and φ (H) = AH +WP (H).

Proof. Let {(a, b)(c, d)} ∈ R2(G ⊗ H), then we can conclude that dG (a, c) +
dH(b, d) is an odd natural number and

Min{Max{dG(a, c), d′H(b, d)},Max{d′G(a, c), dH(b, d)}} = 3.
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Then two cases occur as follows:

Case (1): Max {dG (a, c) , d′H (b, d)} = 3. In this case, we can easily see that one
of the following holds,

(i) dG (a, c) = 1 , d′H (b, d) = 3;

(ii) dG (a, c) = 3 , d
′
H (b, d) = 3.

Let us investigate each case as follows:

(i) In this case we have dG (a, c) = 1 and d′H (b, d) = 3. If dG (a, c) = 1,
then Max {dG (a, c) , d′H (b, d)} ≤ Max {d′G (a, c) , dH (b, d)} implies that
the even number d′G (a, c) ̸= 2 and so d′G (a, c) ≥ 4. Also, d′H (b, d) = 3
follows that dH (b, d) = 0 or 2. Therefore we have two cases as follows:

If d′H (b, d) = 3 and dH (b, d) = 0, imply that b = d and b ∈ V (C3) for some
C3 ≤ H. If d′H (b, d) = 3 and dH (b, d) = 2, imply that {b, d} ∈ C (H).
It follows that the number of all unordered vertex pairs {(a, b) , (c, d)} ⊆
V (G⊗H) satisfying (i) is equal to AGBH + 2AGCH .

(ii) Let dG (a, c)= 3, furthermore the hypothesize d
′
H (b, d)= 3 implies that

dH (b, d)= 0 or 2. If dH (b, d) = 0, then we can conclude that b = d and
b ∈ V (C3) for some C3 ≤ H. If dH (b, d) = 2, then {b, d} ∈ C (H). It follows
that the number of all unordered vertex pairs{(a, b) , (c, d)} ⊆ V (G⊗H)
satisfying (ii) is equal to BHWP (G) + 2CHWP (G).

Consequently, the number of all unordered vertex pairs {(a, b) , (c, d)} ⊆ V (G⊗H)
satisfying in Case (1) is equal to AGBH + 2AGCH + BHWP (G) + 2CHWP (G).

Case (2): Max {d′G (a, c) , dH (b, d)} = 3. By a similar argument as Case (1), we
can conclude that |R2 (G⊗H) | = 2 [CHφ (G) + CGφ (H)] + BHφ (G) + BGφ (H).

The following theorem is our main result which is a direct consequence of
Propositions 6 and 8.

Theorem 9. Let G and H be two graphs at least one of them is non-bipartite.
Then

WP (G⊗H) = 2 [(mG + CH)WP (G) + (mH + CG)WP (H) +AGCH +AHCG]
+ BH (AG +WP (G)) + BG (AH +WP (H)) ,

where mG and mH denote the number of edges of G and H, respectively.

Note. Let G be a simple connected graph. For any unordered vertex pair {u, v} ∈
C (G), either of the following holds:
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i. The vertices u and v are two non-adjacent vertices of a cycle of length 5 of
G.

ii. The vertices u and v are the vertices as depicted in Figure 3.

Figure 3: Example of part ii of Note up to isomorphism.

Therefore, if G is a triangle free graph, then one can see that AG = |E (G) |, BG =
0. Also, {u, v} ∈ C (G) if and only if u, v are vertices of a cycle of length 5 of the
graph G. Therefore, CG = 0 whenever the graph G is C5-free.

Corollary 10. Let G and H be two simple connected Ck-free graphs for k ∈ {3, 5}.
Then

WP (G⊗H) = 2 [mHWP (G) +mGWP (H)] ,

where mG and mH denote the number of edges of G and H, respectively.

A graph is called strongly triangular if every pair of its vertices has a com-
mon neighbor.

Corollary 11. Let G be a connected graph and H be a strongly triangular graph.
Then

WP (G⊗H) = 2
[(nH

2

)
W

P
(G) +AG(

(nH

2

)
−mH)

]
+ nH (AG +WP (G)) ,

where mH and nH denote the number of edges and the number of vertices of H,
respectively.

Proof. Let H be strongly triangular graph. Then each edge of H belongs to a
cycle of length 3, i.e. C3. It follows that AH= 0, BH = |V (G) |. Let u and v be
two arbitrary non-adjacent vertices of H. Since H is strongly triangular, u and v
have a common neighbor say w. Let zv be common neighbor of vertices u and w.
In this case uwv and uzwv are paths of length 2 and 3, respectively. Therefore
CG =

(
n
2

)
−m. In the other hand, WP (H) = 0 since every two arbitrary vertices

of H are adjacent or of distance 2. Hence the proof is done by Theorem 9.
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Let P denote the Petersen graph. Now we apply our main theorem to P ⊗G,
where G is one of the following well-known graphs,

• Kn= The complete graph on n vertices;

• Wn = The wheel on n vertices;

• Sn = The star graph on n vertices;

• Kr,s = The complete bipartite graph whose parts are of size r and s;

• Q3 = The hyper cube graph on 8 vertices.

Our computations are summarized in the Table 1.

Table 1: Wp(P ⊗−).
G n m D(G) AG BG CG WP (G) WP (P

⊗
G)

P 10 15 2 15 0 30 0 1800
C3 3 3 1 0 3 0 0 45
C4 4 4 2 4 0 0 0 240
C5 5 5 2 5 0 5 0 450
C6 6 6 3 6 0 0 3 630

Cn , n ≥ 7 n n [n/2] n 0 0 n 150n
Sn n n − 1 2 n − 1 0 0 0 60(n − 1)
Kn n n(n − 1)/2 1 0 n 0 0 15n
Kr,s r + s rs 2 rs 0 0 0 60rs

Wn , n ≥ 5 n 2n − 2 2 0 n n − 1 0 15(3n − 2)
Q3 8 12 3 12 0 0 4 1080
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Diameter Two Graphs of Minimum Order

with Given Degree Set

Gholamreza Abrishami, Freydoon Rahbarnia⋆ and Irandokht Rezaee

Abstract

The degree set of a graph is the set of its degrees. Kapoor et al. [Degree
sets for graphs, Fund. Math. 95 (1977) 189-194] proved that for every set of
positive integers, there exists a graph of diameter at most two and radius one
with that degree set. Furthermore, the minimum order of such a graph is
determined. A graph is 2-self-centered if its radius and diameter are two. In
this paper for a given set of natural numbers greater than one, we determine
the minimum order of a 2-self-centered graph with that degree set.

Keywords: Degree set, self-centered graph, radius, diameter.
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1. Introduction

Let G be a simple graph with vertex set V (G) and edge set E(G). For a vertex
v of G, the degree of v in G, denoted by degG(v). We denote the minimum
and maximum degrees of the vertices of G by δ(G) and ∆(G), respectively. The
distance between two vertices u and v of a connected graph G is denoted by
dG(u, v) and it is the number of edges in a shortest path connecting u and v.
The eccentricity eG(u) of a vertex u, of a connected graph G, is max{dG(u, v)|v ∈
V (G)}. The radius of a connected graph G, rad(G), is the minimum eccentricity
among the vertices of G, while the diameter of G, diam(G), is the maximum
eccentricity. If rad(G)=diam(G)=r, then G is an r-self-centered graph. We use
r-sc as a notation for r-self-centered graph. F. Buckley [2] worked on r-sc graphs,
but the concept of r-sc graphs was developed independently by Akiyama, Ando,
and Avis [1], who called them r-equi graphs. They proved that if G is an r-sc
graph, then G is a block and ∆(G) ≤ |V (G)| − 2(r − 1).
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Hence, for r = 2 we have the following corollary.

Corollary 1.1. If G is a 2-sc graph and v is a vertex of G, then 2 ≤ degG(v) ≤
|V (G)| − 2.

In this paper we study 2-sc graphs in terms of the degree sets, where for a
given graph G the degree set of G, denoted by D(G), is the set of degrees of the
vertices of G. It is a simple observation that any set of positive integers forms the
degree set of a graph. So it is natural to investigate the minimum order of such
graphs. This question is completely answered by a result of Kapoor, Polimeni and
Wall [4]. Their result can be stated as follows.

Theorem 1.2 (S. F. Kapoor et al. [4]). For every set S = {a1, ..., an} of positive
integers, with a1 < · · · < an, there exists a graph G such that D(G) = S and
furthermore,

µ(S) = an + 1,

where µ(S) represents the minimum order of such a graph G.

The graph G in Theorem 1.2 has order an + 1. Therefore G has diameter at
most two and radius one. Hence G is not a 2-sc graph. Corollary 1.1 implies that
every 2-sc graph has no vertex of degree less than or equal to 1. In this paper, we
show that for a finite, nonempty set S of positive integers greater than 1, there
exists a 2-sc graph G such that D(G) = S. Furthermore, the minimum order of
such a graph G is determined.

2. Results
We write Kn and Cn for the Complete graph and the Cycle of order n, respectively.
Also for a graph G, the graph Ḡ is the Complement of G. The union of graphs
G and H is the graph G ∪ H which consists of copies of graphs G and H. Two
graphs are disjoint if they have no vertex in common. If a graph G consists of
k(≥ 2) disjoint copies of a graph H, then we write G = kH.

Let S be a set of positive integers, where S = {a1, ..., an} and 1 < a1 <
· · · < an. We define µr(S) to be the minimum order of an r-sc graph G for which
D(G) = S. In the case when S = {a1}, the following theorem implies that there
exists an a1-regular 2-sc graph of minimum order.

Theorem 2.2. Let a1 be a positive integer greater than 1 and S = {a1}. There
exists a 2-sc graph G such that D(G) = S and furthermore,

µ2(S) =

{
a1 + 2

a1 + 3

if a1 is even
if a1 is odd

.

Proof. Let a1 be a positive integer greater than 1. If a1 is even, then the graph

G = (
a1
2

+ 1)K2,
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is clearly an a1-regular graph with a1+2 vertices. The graph G is also a 2-sc graph
[3]. Additionally, Corollary 1.1 implies that, every 2-sc graph of order a1 + 1 has
no vertex of degree a1. Therefore, we need at least a1 +2 vertices to construct an
a1-regular 2-sc graph. Hence µ2(S) = a1 + 2.

If a1 is odd, then the graph

H = Ca1+3,

is an a1-regular graph of order a1 + 3. The graph H is also a 2-sc graph. Since
the graph H has order at least 6 and for each pair of nonadjacent vertices u and
v of H there exists at least one common neighbour, it follows that dH(u, v) = 2.
Since, in any graph, the number of vertices of odd degree is even. Thus there is no
a1-regular graph of order a1 + 2. Therefore, the graph H has the minimum order
among all such 2-sc a1-regular graphs. Hence µ2(S) = a1 + 3.

The following lemma which is obtained by Z. Stanic [5] has an interesting
applications for constructing 2-sc graphs from other not necessarily 2-sc graphs
and also it will be needed in the proof of our results for non-regular graphs. Recall
that the join G+H of two disjoint graphs G and H is the graph consisting of the
union G ∪H, together with edges xy, where x ∈ V (G) and y ∈ V (H).

Lemma 2.3. (Z. Stanic [5]) Let G and H be simple nontrivial graphs with ∆(G) ≤
|V (G)| − 2 and ∆(H) ≤ |V (H)| − 2, then G+H is a 2-sc graph.

Now, we extend Theorem 2.2 for non-regular graphs in following theorems.

Theorem 2.4. Let a1 be even and S be a set of positive integers, where S =
{a1, . . . , an}, 2 ≤ a1 < · · · < an and n > 1. Then there exists a 2-sc graph G such
that D(G) = S and furthermore,

µ2(S) = an + 2.

Proof. Let S1 = {a2 − a1, a3 − a1, ..., an − a1}. By Theorem 1.2, there exists a
graph H of order an − a1 + 1 such that D(H) = S1. Consider the graph

G = (H ∪K1) + F,

where F = a1

2 K2. The graph G has order an+2. We observe that for each vertices
v of G, one of the following cases occurs:
1) If v ∈ V (K1), then degG(v) = |V (F )| = a1.
2) If v ∈ V (F ), then degG(v) = degF (v)+ |V (K1)|+ |V (H)| = (a1−2)+1+(an−
a1 + 1) = an.
3) If v ∈ V (H), then degG(v) = degH(v) + |V (F )| = degH(v) + a1.

Thus D(G) = S. Moreover, by considering Lemma 2.3, G is a 2-sc graph and
since there is no 2-sc graph of order an + 1, hence µ2(S) = an + 2.
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Theorem 2.5. Let a1 be odd and S be a set of positive integers, where S =
{a1, ..., an}, 3 ≤ a1 < · · · < an and n > 1. Then there exists a 2-sc graph G of
order an + 3 such that D(G) = S.

Proof. Let S1 = {a2 − a1, a3 − a1, ..., an − a1}, where for 1 ≤ i ≤ n, ai ∈ S.
By Theorem 1.2, there exists a graph H of order an − a1 + 1 such that D(H) =
{a2 − a1, ..., an − a1}. Consider the graph

G = (H ∪ 2K1) + F1,

where F1 = Ca1
. The graph G has order an+3. We observe that for each vertices

v of G, one of the following cases occurs.
1) If v ∈ V (2K1), then degG(v) = |V (F1)| = a1.
2) If v ∈ V (F1), then degG(v) = degF1(v) + |V (2K1)|+ |V (H)| = an.
3) If v ∈ V (H), then degG(v) = degH(v) + |V (F1)| = degH(v) + a1.

Thus D(G) = S. Moreover, by Lemma 2.3, G is a 2-sc graph.

Note that we considered S = {a1, ..., an} and presented a construction method
in Theorem 2.4 to ascertain the value of µ2(S), where a1 is even, whereas if a1 is
odd, the graph G described in the proof of Theorem 2.5 has not necessarily the
minimum order. As an example, for S = {3, 4}, the graph G1 of Figure 1 which
is obtained by the method of Theorem 2.5 has order 7, whereas the 2-sc graph G2

where G2 = P 6 with 6 vertices has also the same degree set (see Figure 1).

Figure 1: The 2-sc graphs G1 and G2 with different orders and the same degree
sets.

In this section, we prove that if at least one element of S is even then µ2(S) =
an + 2. We begin with a simple case.

Theorem 2.6. Let S be a set of positive integers, where = {a1, ..., an}, n > 1,
1 < a1 < a2 < · · · < an, a1 is odd and an = an−1 + 1 then µ2(S) = an + 2.

Proof. Let S1 = {a2 − a1, a3 − a1, ..., an − a1}. By Theorem 1.2, there exists a
graph H of order an − a1 + 1 such that D(H) = S1. Consider the graph

F = (H ∪K1) + Ca1 .

Lemma 2.3 implies that the graph F is a 2-sc graph. The graph F has order
an + 2, and D(F ) = S. Since there is no 2-sc graph of order an + 1, therefore,
µ2(S) = an + 2.
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Now we consider the set S = {a1, ..., an} of positive integers. We prove that
if all the elements of S are odd, then µ2(S) = an + 3, otherwise µ2(S) = an + 2.
Before proving the main result, we need to have the following theorem.

Theorem 2.7. (I. Zverovich [6]) Let S be a set of positive integers, where S =
{a1, ..., an} and 3 ≤ a1 < · · · < an. Then there exists a Hamiltonian graph G such
that D(G) = S and |V (G)| = an + 1.

Lemma 2.8. For a graph G, if ∆(G) = |V (G)| − 2 and G contains at least two
non−adjacent vertices of degree ∆(G), then G is a 2-sc graph.

Proof. Let x and y be two non−adjacent vertices of G with degG(x) = degG(y) =
∆(G) = |V (G)| − 2. Obviously, x and y are adjacent to all other vertices of G.
Therefore, eG(x) = eG(y) = dG(x, y) = 2. Moreover, since ∆(G) = |V (G)| − 2, it
follows that for all other vertices v of G there is at least one non−adjacent vertex.
Hence eG(v) = 2. Therefore G is a 2-sc graph.

Lemma 2.9. Let S be a set of positive integers where S = {a1, ..., an} and 2 ≤
a1 < · · · < an. Then there exists a graph G of order an + 1 such that D(G) = S
and G has a Hamilton path.

Proof. Let S′ = {a1 + 1, ..., an + 1}. Since a1 + 1 ≥ 3, Theorem 2.7 implies
that there exists a Hamiltonian graph G′ of order an + 2 such that D(G′) = S′.
Let C ′ be a Hamilton cycle in G′ where C ′ = (v1, v2, ..., van+2, v1). Without
loss of generality, let v1 be a vertex of degree an + 1 which is connected to all
other vertices of G′. Let G = G′ − v1. Thus D(G) = S, |V (G)| = an + 1.
Furthermore, by removing the vertex v1 of C ′ we obtain the Hamilton path P
where P = (v2, v3, ..., van+1, van+2).

Lemma 2.10. Let S be a set of positive integers where S = {a1, ..., an}, an be
odd and 3 ≤ a1 < · · · < an. Then there exists a graph G of order an + 1 such
that D(G) = S and G has at least two adjacent vertices x and y of degree an.
Moreover, G has a matching of size an−1

2 which contains the edge xy.

Proof. Let S′ = {a1 − 1, ..., an − 1}. By Lemma 2.9, there is a graph G′ of order
an with D(G′) = S′ and a Hamilton path P such that P = (v1, v2, ..., van) where
vi ∈ V (G′) for 1 ≤ i ≤ an. Let x be a vertex of degree an − 1 of G′. We construct
G by adding a new vertex y to G′ adjacent to all vertices of G′. For 1 ≤ i ≤ an
we have

degG(vi) = degG′(vi) + 1.

Clearly, we have two adjacent vertices x and y of degree an and also G is a graph
of order an+1 such that D(G) = S. We claim that G has a matching of size an−1

2
which contains the edge xy. Obviously, P is a path in G. Let M ′ be a maximal
matching of P such that the vertex x is unsaturated. The size of matching M ′

is at least an−3
2 . Let M = M ′ ∪ {xy}. Clearly M is a matching of G such that

|M | = an−1
2 , which completes the proof.
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Now we prove our main theorem.

Theorem 2.11. Let S be a set of positive integers where S = {a1, ..., an} and
1 < a1 < · · · < an. If all elements of S are odd, then µ2(S) = an + 3, otherwise
µ2(S) = an + 2.

Proof. Consider the case when all elements of S are odd. Theorem 2.5 implies
that there exists a 2-sc graph G of order an+3 such that D(G) = S. Moreover, as
noted earlier, in any graph, there is an even number of odd vertices. Hence there
is no graph of order an + 2 with S as its degree set. Therefore G is a 2-sc graph
of minimum order such that D(G) = S, Hence µ2(S) = an + 3.

Now assume that at least one even element ai exists in S where 1 ≤ i ≤ n. If
a1 is even, then by Theorem 2.4, µ2(S) = an+2. Now let a1 be odd. There exists
at least one i where 2 ≤ i ≤ n such that ai is even. Now we have two cases as
follows:

First we consider the case in which an is even. Hence |V (G)| is odd. Since a1 ≥
3, Theorem 2.7 implies that there exists a Hamiltonian graph G of order an+1 such
that D(G) = S. Let C be a Hamilton cycle in G such that C = (v1, v2, ..., van+1, v1)
where vi ∈ V (G) for 1 ≤ i ≤ an + 1. Without loss of generality, let v1 be a vertex
of degree an.

Let M be a matching of G where M = {v2v3, v4v5, ..., vanvan+1} and the edge
vivi+1 for 2 ≤ i ≤ an is an edge of the Hamilton cycle C (Notice that exactly one
vertex v1 of G is not saturated by M , hence |M | = |V (G)|−1

2 ). Let G∗ = G −M .
Clearly, for 2 ≤ i ≤ an+1, we have degG∗(vi) = degG(vi)−1 and also degG∗(v1) =
degG(v1). Now, we construct a new graph H by adding a new vertex v adjacent
to each vertex of G∗ except v1. Since degH(v) = degH(v1) = degG(v1) = an
and for 2 ≤ i ≤ an, we have degH(vi) = degG(vi), it follows immediately that
D(H) = D(G) = S. Furthermore, since |V (H)| = an + 2 and H has at least two
non−adjacent vertices v and v1 of degree an, by Lemma 2.8, H is a 2-sc graph.
Therefore, µ2(S) = an + 2.

Now we consider the case in which an is odd. Lemma 2.10 implies that there
exists a graph G of order an + 1 such that D(G) = S. Furthermore, the graph G
has at least two adjacent vertices x and y of degree an and also G has a matching
of size an−1

2 which contains the edge xy . Let vi be a vertex of degree ai where
ai is even and 2 ≤ i ≤ n − 1. Consider the matching M of size ai

2 of G which
contains the edge xy. Let

G∗ = G−M.

We construct H by adding a new vertex v to G∗ such that

E(H) = E(G∗)∪{vui | ui is the vertex of G which is saturated by M , where 1 ≤ i ≤ n}.

Clearly, D(H) = S and H has an order an + 2. Since H has at least two
non−adjacent vertex x and y such that degH(x) = degH(y) = an, Lemma 2.8
implies that the graph H is a 2-sc graph and µ2(S) = an + 2.



Diameter Two Graphs of Minimum Order with Given Degree Set 323

References
[1] J. Akiyama, K. Ando and D. Avis, Miscellaneous properties of equi-eccentric

graphs, Ann. Discrete Math. 20 (1984) 13− 23.

[2] F. Buckley, The central ratio of a graph, Discrete Math. 38 (1982) 17− 21.

[3] F. Göbel, H. J. Veldman, Even graphs, J. Graph Theory 10 (1986) 225−239.

[4] S. F. Kapoor, A. D. Polimeni, C. E. Wall, Degree sets for graphs, Fund. Math.
95 (1977) 189− 194.

[5] Z. Stanić, Some notes on minimal self-centered graphs, AKCE J. Graphs.
Comb. 7 (2010) 97− 102.

[6] I. E. Zverovich, On a problem of Lesniak, Polimeni and Vanderjagt. Rend.
Mat. Appl. (7), 26 (2006) 211− 220.

Gholamreza Abrishami
Department of Applied Mathematics,
Ferdowsi University of Mashhad,
P. O. Box 1159, Mashhad 91775, Iran
E-mail: gh.abrishamimoghadam@stu.um.ac.ir

Freydoon Rahbarnia
Department of Applied Mathematics,
Ferdowsi University of Mashhad,
P. O. Box 1159, Mashhad 91775, Iran
E-mail: rahbarnia@um.ac.ir

Irandokht Rezaee
Department of Applied Mathematics,
Ferdowsi University of Mashhad,
P. O. Box 1159, Mashhad 91775, Iran
E-mail: ir_rezaee899@stu.um.ac.ir





Mathematics Interdisciplinary Research 1 (2016) 325− 334

Eigenfunction Expansions for Second-Order

Boundary Value Problems with Separated

Boundary Conditions

Seyfollah Mosazadeh⋆

Abstract

In this paper, we investigate some properties of eigenvalues and eigen-
functions of boundary value problems with separated boundary conditions.
Also, we obtain formal series solutions for some partial differential equa-
tions associated with the second order differential equation, and study nec-
essary and sufficient conditions for the negative and positive eigenvalues of
the boundary value problem. Finally, by the sequence of orthogonal eigen-
functions, we provide the eigenfunction expansions for twice continuously
differentiable functions.

Keywords: Boundary value problem, eigenvalue, eigenfunction, completeness,
eigenfunction expansion.
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1. Introduction

In the present paper, we consider the boundary value problem L, defined by the
following second-order differential equation of the Sturm-Liouville type

(k(x)y′)′ + (λw(x)− g(x))y = 0, x ∈ [a, b], (1)

with the separated boundary conditions

cosα y′(a, λ)− sinα y(a, λ) = 0, (2)
cosβ y′(b, λ)− sinβ y(b, λ) = 0, (3)
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which have many interesting applications in basic sciences, some branches of nat-
ural sciences and engineering. For example, in mathematical physics, the one
dimentional diffusion equation is the form

∂v

∂t
=

∂

∂x
(k(x)

∂v

∂x
)− g(x)v, (4)

where a ≤ x ≤ b, 0 ≤ t < ∞, and k(x), g(x) are real-valued functions. By the
separation of variables technique, we can write the solution v(x, t) in the form

v(x, t) = e−λty(x). (5)

In this case, the function y is seen to be a solution of the differential equation (1)
with w(x) = 1. For other examples, we refer to [2, 4, 17].

Studying the properties of spectrum of the boundary value problem L is an in-
teresting subject for many authors. For example, in [6, 11], the authors considered
regular Sturm-Liouville problems with k = w ≡ 1 and an integrable potential g, or
with locally integrable functions k−1, g, w on finite intervals, and obtained asymp-
totic approximations of eigenvalues and eigenfunctions. In [8, 18, 19], inverse spec-
tral problems with non-separated boundary conditions with an integrable function
g(x) were investigated. Also, inverse problems for singular differential operators
on finite intervals with k = w ≡ 1 were studied in [7, 13, 15]. Boundary value
problems consisting of (1) with g ≡ 0, together with Dirichlet boundary condition
or irregular decomposing boundary conditions were investigated in [9, 10], and
eigenfunction expansions and their uniformly convergent were studied. In [1], the
authors considered (1) in the case when the equation has a singularity and disconti-
nuity inside the interval [0, T ], and investigated the properties of the spectrum and
its associated inverse problem. Also, in [3, 16], the authors considered the prob-
lems consisting of (1)-(2) with k = w ≡ 1 or with discontinuous weight function
w(x) on symmetric intervals under discontinuity conditions in y and y′, together
with the boundary condition (3) or an spectral parameter dependent boundary
condition at the right endpoint, respectively. They investigated the properties of
eigenvalues and eigenfunctions, and obtained asymptotic approximation formulas
for fundamental solutions. Finally, in [14], a new type of boundary value problem
consisting of a second order differential equation with an abstract operator in a
Hilbert space on two disjoint intervals together with eigenparameter dependent
boundary conditions and with transmission conditions was investigated.

In the present article, in section 2, we study some properties of eigenvalues
and eigenfunctions of the boundary value problem L consisting of the equation
(1) together with the boundary conditions (2)-(3), in special cases. Here, λ is
the eigenvalue parameter, k(x), w(x) and g(x) are real continuous functions on
[a, b], and k(x), w(x) are positive. We will provide the formal series solutions for
the function v(x, t) of the diffusion equation (4). Then, we study necessary and
sufficient conditions for negative and positive eigenvalues of L, and prove that
each twice continuously differentiable function can be expanded in terms of the
eigenfunctions of the problem, under a sufficient condition (see section 3).
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2. The Eigenfunctions and Formal Series Solutions
In this section, first, we consider some special forms of (1)-(3), and find the eigen-
functions and the formal series solutions in several examples.

Example 2.1. Let a = 0, b = π, k(x) = w(x) = 1, g(x) = 0, α = π
2 and β = −π

4 .
Then, we can rewrite the problem L as follows:

y′′ + λy = 0, 0 ≤ x ≤ π, (6)
y(0) = 0, y′(π) + y(π) = 0. (7)

The differential equation (6) has two linearly independent solutions

y1(x) = cos(
√
λx), y2(x) = sin(

√
λx).

Thus, it follows from the first condition of (7) that the solution y(x, λ) of (6)-(7)
is the form

y(x, λ) = c sin(
√
λx),

where c is constant. Therefore, according to the secondary condition of (7), we
get

√
λ+ tan(

√
λπ) = 0. (8)

Example 2.2. Let a = 0, k(x) = w(x) = 1, g(x) = 0, α = 0 and β = π
2 . In this

case, the problem L be transformed to

y′′ + λy = 0, 0 ≤ x ≤ b,

y′(0) = 0, y(b) = 0.

Therefore,

y(x, λ) = c cos(
√
λx).

Moreover, L has a countable set of the eigenvalues

λn = (
(2n+ 1)π

2b
)2, n = 1, 2, 3, ...,

and so, their corresponding eigenfunctions are

yn(x) = cos(
(2n+ 1)πx

2b
), n = 1, 2, 3, ....

Definition 2.3. We define the function < ., . >w: C[a, b] → C[a, b] by

< y, z >w=

∫ b

a

y(t)z(t)dt

for all complex functions y, z ∈ C[a, b]. Here, z(t) is the conjugate of z(t).
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The function < ., . >w defines an inner product on C[a, b].

Theorem 2.4. Suppose that λ1 and λ2 are distinct eigenvalues of the boundary
value problem L with corresponding eigenfunctions y1 and y2, respectively. Then,
y1 and y2 are orthogonal with respect to the weight function w(x).

Proof. Since yi is the corresponding eigenfunction of λi, we have

(k(x)y′i)
′ − g(x)yi = −λiw(x)yi, i = 1, 2. (9)

For i = 1, multiply (9) by y2 and integrate from a to b with respect to x, then∫ b

a

y2(k(x)y
′
1)

′dx−
∫ b

a

y1y2g(x)dx = −λ1

∫ b

a

y1y2w(x)dx.

Integrate by parts yields

y2y
′
1k(x)|ba −

∫ b

a

y′1y
′
2k(x)dx−

∫ b

a

y1y2g(x)dx = −λ1

∫ b

a

y1y2w(x)dx. (10)

Similarly, for i = 2, multiply (9) by y1 and integrate from a to b, we get

y1y
′
2k(x)|ba −

∫ b

a

y′1y
′
2k(x)dx−

∫ b

a

y1y2g(x)dx = −λ2

∫ b

a

y1y2w(x)dx. (11)

Subtracting the two equations (10) and (11), we obtain

y1y
′
2k(x)|ba − y2y

′
1k(x)|ba = (λ1 − λ2)

∫ b

a

y1y2w(x)dx. (12)

Now, let α, β = kπ + π/2, k ∈ Z, then it follows from (2)-(3) that

yi(a) = 0 = yi(b), i = 1, 2. (13)

Applying (12)-(13) we conclude that

(λ1 − λ2)

∫ b

a

y1y2w(x)dx = 0. (14)

Similarly, let α, β ̸= kπ + π/2, k ∈ Z, then we have

y′i(a) = tanα yi(a), y′i(b) = tanβ yi(b), i = 1, 2. (15)

Substituting (15) into (12), we arrive at (14). Also, in the case when α = kπ+π/2
and β ̸= kπ + π/2, (14) is valid. Hence, in general, (14) together with λ1 ̸= λ2

yields ∫ b

a

y1y2w(x)dx = 0,

and our proof is complete.
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Example 2.5. Consider the equation (1) with k(x) = w(x) = 1, g(x) = 0, a = 0,
α, β = kπ + π/2, k ∈ Z. In this case, applying the method which used for finding
the eigenvalues in Example 2.1, we obtain the eigenvalues and the corresponding
eigenfunctions as follows

λn =
n2π2

b2
, yn(x) = sin(

nπx

b
), n = 1, 2, 3, ....

Therefore, we deduce that

< ym, yn >w=

∫ b

a

sin(
mπx

b
) sin(

nπx

b
)dx = 0, m ̸= n.

Hence, according to (5), we may construct a formal series solution for v(x, t) by
superposition

v(x, t) =
∞∑

n=1

kne
−λnt sin(

nπx

b
). (16)

For finding the Fourier coefficients kn, substituting t = 0 and multiply both sides
of (16) by sin(mπx

b ), and integrate from 0 to b give us∫ b

0

v(x, 0) sin(
mπx

b
)dx =

∫ b

0

∞∑
n=1

kn sin(
mπx

b
) sin(

nπx

b
)dx.

Assuming uniform convergence and by orthogonality we obtain (with m = n)∫ b

0

v(x, 0) sin(
nπx

b
)dx =

∫ b

0

∞∑
n=1

kn sin
2(
nπx

b
)dx,

therefore, we get

kn =
2

b

∫ b

0

v(x, 0) sin(
nπx

b
)dx.

Hence, for M = 2
b

∫ b

0
|v(x, 0)|dx,

|kn| ≤ M, n = 1, 2, 3, ....

Moreover,

|kne−λnt sin(
nπx

b
)| ≤ Me−(nπx

b )2t → 0

as t → ∞. This together with (16) yields

v(x, t) → 0 as t → ∞,

by uniform convergence.
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Example 2.6. Let k(x) = w(x) = x, g(x) = m2

x , m ≥ 0, a = 0, α, β = kπ + π/2,
k ∈ Z. Then,

λn =
j2m,n

b2
, yn(x) = Jm(

jm,n

b
x), n = 1, 2, 3, ...,

where jm,n is the nth positive zero of the Bessel function Jm. Moreover,

< ym, yn >w=

∫ b

0

Jm(
jm,n

b
x)Jm(

jm,s

b
x)dx = 0, n ̸= s.

By (5) and the method applied in Example 2.5, we can write

v(x, t) =
∞∑

n=1

rne
−λntJm(

jm,n

b
x)dx,

where the coefficients rn are obtain as follows

rn =

∫ b

0
v(x, 0)Jm(

jm,n

b x)dx∫ b

0
{Jm(

jm,n

b x)}2dx
.

Theorem 2.7. The eigenvalues of the boundary value problem L, defined by
(1)-(3), are real.

Proof. It follows from the relation (14) that for each eigenvalues λ1, λ2 of L,

(λ1 − λ2)

∫ b

a

y1y2w(x)dx = 0. (17)

Now, we choose y2 = y1. This together with (17) yields

(λ1 − λ1)

∫ b

a

|y1|2w(x)dx = 0.

Since |y1|2w(x) > 0, we obtain λ1 = λ1. Consequently, the eigenvalue λ1 is real.
Since λ1 was an arbitrary eigenvalue of L, the proof is complete.

3. The Eigenfunction Expansion

In this section, necessary and sufficient conditions for the negative and positive
eigenvalues of the boundary value problem L are obtained. Also, we discuss com-
pleteness of the eigenfunctions of L, and prove that each function can be expanded
in terms of the eigenfunctions of L, under a sufficient condition.
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Lemma 3.1. Suppose that λ is an eigenvalue of L with corresponding eigenfunc-
tion y. Then,

λ =

∫ b

a
{k(x)(y′)2 + g(x)y2}dx− (k(x)yy′)|ba∫ b

a
y2(x)w(x)dx

. (18)

Proof. First, multiply (1) by y and integrate the result with respect to x on the
interval [a, b], we obtain∫ b

a

(k(x)y′)′y −
∫ b

a

g(x)y2)dx = −λ

∫ b

a

y2w(x)dx. (19)

Now, after an integration by parts from (19), we arrive at (18).

According to Lemma 3.1, we have the following corollary.

Corollary 3.2. Let α, β = kπ+π/2, k ∈ Z. If tanα ≥ 0, tanβ ≤ 0, and g(x) ≥ 0
for every x ∈ [a, b], then the eigenvalue λ of L is always positive.

Remark 1. We note that all eigenvalues of L are simple, because otherwise, let y1
and y2 be the linearly independent eigenfunctions correspond to the eigenvalue λ.
Thus, y1 and y2 satisfy the boundary conditions (2)-(3). Moreover, we can write
every solution y(x, λ) of (1) corresponding to λ in the form

y(x, λ) = c1y1(x) + c2y2(x),

where c1, c2 are arbitrary constants, and y(x, λ) must be satisfied in the boundary
conditions (2)-(3). On the other hand, we know that the problem consisting of (1)
together with arbitrary initial conditions that be incompatible with (2)-(3), has a
unique solution. Hence, these give us a contradiction.

The following assertion can be proved like Theorem 4.8, p. 157 of [12].

Lemma 3.3. If H(x, t) is a continuous, real-valued and symmetric function, f :
[a, b] → R is a continuous function defined by

f(x) =

∫ b

a

H(x, t)r(t)dt, x ∈ [a, b]

for some continuous r : [a, b] → R, then f may be expanded in the uniformly
convergent series f =

∑∞
n=1 αnyn on [a, b], where {yn} is the sequence of the the

eigenfunctions of L, and

αn =

∫ b

a
f(x)yn(x)dx∫ b

a
y2n(x)dx

, n ≥ 1.

The Lemma 3.3 plays an important role for proving the following theorem
which is the main result of this section.
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Theorem 3.4. If h : [a, b] → R is an arbitrary twice continuously differentiable
function satisfy (2)-(3), then h can be expanded in the uniformly convergent series
h =

∑∞
n=1 βnyn on [a, b], where

βn =

∫ b

a
h(x)yn(x)w(x)dx∫ b

a
y2n(x)w(x)dx

, n ≥ 1. (20)

Proof. First, since h is twice continuously differentiable, there exists a continuous
function p : [a, b] → R such that

ℓ(h(x)) = −p(x)
√

k(x),

where

ℓh :=
d

dx
(k(x)

dh

dx
)− g(x)h.

Second, h satisfies (2)-(3), thus by the method of variation of parameters, h(x)
can be written as

h(x) = −
∫ b

a

G(x, t)p(t)
√

w(t)dt, x ∈ [a, b],

where

G(x, t) =


u(x)v(t)

k(t)W (u,v)(t) , a ≤ x ≤ t ≤ b,

u(t)v(x)
k(t)W (u,v)(t) , a ≤ t ≤ x ≤ b,

where u and v are two arbitrary linearly independent solutions of (1), and W (u, v)(x)
is the Wronskian of u and v. Therefore,

h(x)
√
w(x) = −

∫ b

a

G(x, t)p(t)
√
w(x)w(t)dt, x ∈ [a, b]. (21)

Since,
d

dx
{k(x)W (u, v)(x)} = u(x)(k(x)v′(x))′ − v(x)(k(x)u′(x))′

= 0,

thus, k(x)W (u, v)(x) is constant. Hence, G(x, t)
√
w(x)w(t) is continuous and

symmetric. Therefore, by the relation (21) and Lemma 3.3 we derive the following
uniformly convergent expansion

h
√
w =

∞∑
n=1

βnyn
√
w,

where βn is of the form (20). This completes the proof of Theorem 3.4.
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شبه-تغییرشکل تحت ذرات حرکت

چکیده

مسیر راستای در که m جرم با ذرات مسیر که می�کنیم مشاهده کوتاه مقاله�ی این در
به�صورت است، زمان بیانگر t که A(t) نیروی شبه تحت هستند حرکت حالت در r = r(t)
که ذره�ای روی Fe مؤثر نیروی که دید خواهیم همچنین می�باشد. rd =

∫
(drdtA(t))dt + c

آن در که است Fe = FA(t) + LdA(t)/dt به�صورت می�شود ناشی A(t) شبه�نیروی از
کرده�ایم. بحث نیز شبه�نیرو تحت جریان خطوط مورد در ما .F = m d٢r/dt

چرخنده. عرضی مقاطع راست، عرضی مقاطع راست، حلقه�های کلیدی: کلمات
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C-Class Functions and Remarks on Fixed Points
of Weakly Compatible Mappings in G-Metric
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به�طورضعیف نگاشت�های ثابتِ نقاط روی ملاحظاتی و C-کلاس توابع
صدق مشترک محدود برد ویژگی در که G-متریک فضاهای در سازگار

می�کنند
چکیده

نقطه قضیه�ی مشترک، حدی برد ویژگی و C-کلاس توابع مبانی از استفاده با مقاله این در
در موجود نتیجه�ی چندین ما نتایج می�آوریم. دست به عملگرها از بعضی برای را مشترک ثابت
رویکردمان از استفاده قابلیت نشان�دادن برای مثال چند پایان، در می�دهند. تعمیم را کنونی ادبیات

می�شود. ارائه

G-انقباضی به�طورضعیف مشترک، ثابت نقطه یافته، تعمیم متریک فضای کلیدی: کلمات
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Unconditionally Stable Difference Scheme for
the Numerical Solution of Nonlinear

Rosenau-KdV Equation

Akbar Mohebbi⋆ and Zahra Faraz
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University of Kashan, Kashan, I. R. Iran

KdV-رسناو معادله عددی حل برای شرط و بی�قید پایدار تفاضل طرح
غیرخطی

چکیده

است شده توصیف KdV-رسناو معادله� وسیله� به که غیرخطی تکامل مدل یک مقاله این در
سه�-مرحله�ای میانگین ضمنی متناهی تفاضل طرح آن، عددی حل برای ما می�کنیم. بررسی را
است. O(τ ٢ + h٢) مرتبه�ی از همگرا و پایدار طرح این که می�کنیم ثابت و می�کنیم پیشنهاد را
با عددی نتایج مقایسه�ی با سپس می�کنیم. اثبات را عددی جواب�های یکتایی و وجود علاوه به

است. بالایی دقت دارای و کارآمد ما، پیشنهادی روش که می�دهیم نشان� دیگر روش�های

همگرایی. شرط، و بی�قید پایداری حل�پذیری، متناهی، تفاضل طرح کلیدی: کلمات
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Wiener Polarity Index of Tensor Product of
Graphs

Mojgan Mogharrab⋆,1, Reza Sharafdini1 and Somayeh Musavi2

1 Department of Mathematics, Faculty of Science, Persian Gulf
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گراف�ها تانسوری ضرب وینر قطبی اندیس
چکیده

مولکولی ساختار پیش�بینی و بحث به که است نظری شیمی شاخه�های از یکی شیمی ریاضی
نظری، شیمی در می�پردازد. کوانتوم مکانیک از استفاده به التزام بدون ریاضی روش�های کمک به
زیستی دارویی، فیزیکی، خواص مدل�سازی برای فاصله-محور مولکولی ساختار توصیف�گرهای از
نماد با که ،G گراف وینر قطبی اندیس می�شود. استفاده شیمیایی ترکیبات ویژگی�های دیگر و
قطبی اندیس است. ٣ فاصله�ی با رئوس نامرتب جفت�های عدد می�شود، داده نمایش WP (G)
دور فاقد هیدروکربن�های از سری یک در کمی ساختاری ویژگی رابطه�های دادن نشان برای وینر
در باشند، همبند ساده�ی گراف دو H و G کنید فرض می�گیرد. قرار استفاده مورد دور، شامل و
برابر آن رئوس مجموعه و می�شود داده نمایش G⊗H نماد با آن�ها تانسوری ضرب صورت این

برابر آن یال�های مجموعه و ،V (G⊗H) = V (G)× V (H) با

E(G⊗H) = {(a, b)(c, d)|ac ∈ E(G), bd ∈ E(H)}.

مرجع در که آوریم به�دست را G⊗H وینر قطبی اندیس تا می�کنیم تلاش مقاله این در است

J. Ma, Y. Shi and J. Yue, The Wiener polarity index of graph
products, Ars Combin. 116 (2014) 235-244
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شده داده درجات مجموعه�ی با مرتبه کمترین از دو قطر گراف�هایی
چکیده

همکارانش و کاپور باشد. می آن رئوس درجات مجموعه برابر گراف یک درجات مجموعه
مرجع در

[Degree sets for graphs, Fund. Math. 95 (1977) 189-194]

یک شعاع و دو حداکثر قطر از گرافی مثبت، صحیح اعداد از مجموعه هر برای که کردند ثابت
آن�ها بعلاوه است. شده داده صحیح اعداد مجموعه با برابر آن درجات مجموعه که دارد وجود
و شعاع گاه هر است خودمرکز -٢ گراف یک کردند. تعیین را گراف�هایی چنین مرتبه کمترین
یک، از بزرگتر طبیعی اعداد از شده داده مجموعه یک برای مقاله این در باشد. دو برابر قطرش
مجموعه برابر گراف این درجات مجموعه که می�کنیم تعیین را ٢-خودمرکز گراف یک مرتبه کمترین

باشد. شده داده طبیعی اعداد

قطر. شعاع، خودمرکز، گراف درجات، مجموعه کلیدی: کلمات
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Boundary Conditions
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مرزی شرایط دارای دوم مرتبه مرزی مقدار مسائل ویژه تابع بسط��های

تفکیک�پذیر
چکیده

شرایط دارای مرزی مقدار مسائل ویژه توابع و ویژه مقادیر ویژگی�های برخی ما مقاله، این در
معادلات برای را متعارفی سری شکل به جواب�های همچنین، می�کنیم. بررسی را تفکیک�پذیر مرزی
کافی و لازم شرایط و می�آوریم، دست به دوم مرتبه دیفرانسیل معادله به مربوط جزئی دیفرانسیل
استفاده با پایان، در می�کنیم. مطالعه را مرزی مقدار مساله منفی و مثبت ویژه مقادیر وجود برای
را مشتق�پذیر پیوسته به�طور دوبار توابع به مربوط ویژه تابع بسط�های متعامد، ویژه توابع دنباله از

می�کنیم. ارائه
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